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EXHIBITION  & DISPLYA DESIGN 

EXHIBITION 
• Mempertunjukkan 
• Memperagakan 
• Memamerkan 

DISPLAY 
• Menata 
• Menempatkan 
• Meletakkan 

Exhibition & Display Design, adalah proses 
untuk membangun dan mengembangkan 
berbagai mamacam kebutuhan untuk tujuan 
mempertunjukkan, memperagakan dan 
memamerkan dalam bentuk tiga dimensi. 
Didalamnya meliputi Penataan, peletakan dan 
penempatan yang memanfaatkan solusi 
inovatif, kreatif, praktis dan unsur teknologi.  



EXHIBITION  & DISPLYA DESIGN 

Tujuan dari matakuliah ini 

1 Mengkomunikaskan  produk 
kepada pengguna atau calon 
pengguna. 
 
a.Fungsi 
b.Fitur 
c.Keunggulan 
d.Manfaat lebih 

 
Memperkenalkan produk baru 
kepada calon pengguna 
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EXHIBITION  & DISPLYA DESIGN 

Tujuan dari matakuliah ini 

3 Menstimulus calon pengguna 
agar tertarik dan mau 
menggunakan produk 
 
Bersaing dengan produk 
kompetitor 
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EXHIBITION  & DISPLYA DESIGN 

https://www.youtube.com/watch?v=SvSPIMUulGk 

https://www.youtube.com/watch?v=0u8B4VloOcI 

https://www.youtube.com/watch?v=MevczbLDN1s 



EXHIBITION  & DISPLYA DESIGN 

Apa Yang Akan Kita Pelajari? 

1. STORE DISPLAY 
2. PRODUCT DISPLAY 
3. EXHIBITION DISPLAY 
 
 



EXHIBITION  & DISPLYA DESIGN 

Apa Yang Akan Kita Pelajari? 

KONSEP DAN PERANCANGAN: 
1. Store display 
2. Product display 
3. Exhibition display 
 
 



EXHIBITION  & DISPLYA DESIGN 

Apa Yang Akan Kita Pelajari? 

MATERIAL & PROSES PRODUKSI: 
1. Store display 
2. Product display 
3. Exhibition display 
 
 



EXHIBITION  & DISPLYA DESIGN 

Apa Yang Akan Kita Pelajari? 

DIGITAL EXHIBITION & DISPLAY 
1. Digital-Virtual display 
2. Virtual exhibition 
 
 



EXHIBITION  & DISPLYA DESIGN 

Tugas Perkuliahan 
Mengkomunikasikan, memperkenalkan dan mempromosikan UPJ 

UTS 
Membuat Konsep dan Proses Desain 
Display Produk (Studi kasus BXChange) 
 
 

UAS 
Membuat Konsep dan Proses Desain 
1. Digital Display , objek reality into 

digital 
2. Desain Exhibition  
 
 



EXHIBITION  & DISPLYA DESIGN 

Pertanyaan? 

Jelaskan pengertian Exhibition dan Display Design, berikut contoh, gambar atau foto 
dari kedua hal tersebut. 
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PENGELOMPOKAN 
Exhibition  & Display Design 

STORE Display 

Store display adalah bagian dari Desain ritel 
(Penjual eceran/satuan), yaitu salah satu cara 
dalam memasarkan barang atau produk yang 
dilakukan secara langsung kepada calon 
pembeli untuk tujuan pemakaian pribadi.  
 
Desain ritel melibatkan berbagai macam 
disiplin ilmu melipatkan unsur bidang 
konstruksi, arsitektur-interior, engineering, it, 
seni, desain produk-grafis dan kreatifitas.  

1. STORE DISPLAY 
2. PRODUCT DISPLAY 
3. EXHIBITION DISPLAY 
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PENGELOMPOKAN 
Exhibition  & Display Design 

STORE Display 

Sejarah Desain Ritel 

Perkembangan penjualan ritel diawali 
pada pertengahan abad ke 19 yaitu 
sekitar tahun In 1852 di paris, yang 
ditandai dengan pembukaan 
department store dengan nama Le Bon 
Marche [1]. 

Pada awalnya store display lebih 
didominasi oleh produk yang ditampilan 
pada jendela toko yang lebar atau 
ditempatkan di jalan didepan toko 
dengan penempatan nama toko dengan 
ukuran besar. 

[1 ] Visual Merchandising The History And Scope Of Retail VM 
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PENGELOMPOKAN 
Exhibition  & Display Design 

STORE Display 

Sejarah Desain Ritel 

Konsep yang ditawarkan adalah 
menampilkan berbagai macam jenis 
produk yang dapat menarik konsumen 
dan dapat secara bebas menjelajahi 
store tersebut, konsep ini secara cepat 
menyebar ke USA [1]. 

[1 ] Visual Merchandising The History And Scope Of Retail VM 

Saat ini desain ritel tidak lagi selalu 
berkaitan dengan tampilan fisik tapi 
telah bergeser menuju arah digital-
Virtual. 
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PENGELOMPOKAN 
Exhibition  & Display Design 

STORE Display 

Visual Merchandising 

Store Display sering di istilahkan sebagai 
Visual Merchandising. 
 
Tujuan utamanya adalah menarik dan 
memotivasi orang untuk membeli  
produk. 
 
Store display berfungsi agar Produk 
dapat terekspos secara maksimal, 
menyajikan berbagai macam informasi, 
fitur dan manfaat produk yang dapat 
dikomunikasikan dan berinteraksi secara 
langsung Kepada calon pembeli atau 
pemakainya. 
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PENGELOMPOKAN 
Exhibition  & Display Design 

STORE Display 

JENIS STORE DISPLAY: 
1. Window Display 
2. Product Display 
3. Sign/Information Display 
4. Mannequin 
5. Digital Display 
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PENGELOMPOKAN 
Exhibition  & Display Design 

STORE Display 

WINDOW DISPLAY 

Terobosan dilakukan Pada tahun 1909, 
dimana tampilan jendela toko diekspos 
dengan bentuk jendela kaca yang besar, 
kemudian memberikan unsur lighting 
yang dibiarkan menyala pada malam 
hari. Saat toko tutup, orang yang melalui 
toko tersebut masih dapat menikmati 
dan melihat produk yang dipajang untuk 
dijual. 
Ini akhirnya memunculkan istilah 
"Window shopping" [1]. 

 

[1 ] Visual Merchandising The History And Scope Of Retail VM 
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PENGELOMPOKAN 
Exhibition  & Display Design 

STORE Display 

PRODUCT DISPLAY 
 
Adalah bagian dari visual 
merchandising, yaitu segala sesuatu 
elemen atau prangkat yang 
menampung atau mempromosikan 
produk. 
Produk display  digunakan sebagai 
sarana utama sebagai titik interaksi 
antara produk dan pembeli. 

Produk display yang akan kita pelajari 
yaitu: Point-of-Purchase Display (POP 
Display) 
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PENGELOMPOKAN 
Exhibition  & Display Design 

STORE Display 

SIGN/INFORMATION DISPLAY 

Penggunaan tanda atau simbol grafis 
yang digunakan untuk 
mengkomunikasikan pesan kepada 
audience. 
Sign  display dapat melekat pada 
hampir semua element yang ada pada 
visual mercandising. 
Fungsi utama untuk memperkuat 
dorongan, emosi dan keinginan orang 
untuk membeli produk yang 
dipasarkan. 
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PENGELOMPOKAN 
Exhibition  & Display Design 

STORE Display 

MANNEQUIN 

Seiring penggunaan window diplay 
yang populer, selanjutnya pada tahun 
1960 penggunaan boneka seukuran 
manusia (Mannequin) digunakan 
sebagai media untuk memamerkan 
produk yang ditempatkan di window 
display tersebut. 
Penggunaan Mannequin dapat 
mempromosikan keadaan 
sesungguhnya bagaimana produk 
tersebut dapat terlihat ketika digunakan 
oleh orang yang akan memakainnya [1]. 

[1 ] Visual Merchandising The History And Scope Of Retail VM 
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PENGELOMPOKAN 
Exhibition  & Display Design 

STORE Display 

DIGITAL DISPLAY 

Digital display  adalah pemanfaatan 
teknologi seperti LCD, LED dan lainnya 
untuk menampilkan konten seperti 
gambar digital, video, media 
streaming, dan informasi. 
 
Digital display diawali pada tahun 
1960-an dimana teknologi LED mulai 
marak digunakan untuk berbagai 
macam keperluan. 
Selanjutnya pada tahun 1984 
teknologi LCD  hadir sebagai alternatif 
lain untuk tampilan digital. 
Pada tahun 2007, Plasma diplay panel 
umumnya digunakan untuk layar 
tampilan digital seperti untuk TV dan 
layar digital sign/signage. 
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PENGELOMPOKAN 
Exhibition  & Display Design 

STORE Display 

Dalam membuat desain Store Display, 
mengacu kepada: 

Unsur Desain 

1. Garis (Line)  

2. Bidang (Shape) 

3. Tekstur (Texture) 

4. Ruang (Space) 

5. Ukuran (Size) 

6. Warna (Colour) 

Prinsip Dasar Desain 

1. Keseimbangan (Balance), 

2. Kesatuan (Unity),  

3. Ritme (Rhytm),  

4. Penekanan (Emphasis), 
5. Proporsi 
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PENGELOMPOKAN 
Exhibition  & Display Design 

STORE Display 

Dalam membuat desain tampilan 
visual untuk Store Display, 
menerapkan konsep psikologi yang 
berkaitan dengan emosi, perilaku dan 
kebiasaan manusia yang dapat 
mempengaruhi dalam membeli suatu 
produk. 

Konsep psikologi dalam membuat 
desain store display 
1. Motivasi 
2. Persepsi 
3. Pembelajaran (Pengalaman) 
4. Keyakinan/Sikap 
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STORE DISPLAY DESIGN 

https://www.youtube.com/watch?v=aw8vYrNcTHY 

https://www.youtube.com/watch?v=PPzTZpFpWqk 

https://www.youtube.com/watch?v=Lc9ArRktTBk 
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EXHIBITION  & DISPLYA DESIGN 

Apa Yang Akan DI Tampilkan? 

Profile Prodi UPJ 
1. Testimoni Alumni 
2. Keunggulan prodi atau ciri khas prodi 
3. Profile pekerjaan setelah lulus 
4. Kerjasama dengan industri 
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DESAIN PRODUCT DISPLAY
POP Display

PRODUCT Display

POP Display
Intro

POP displays' function is to make special attention of
customers to certain products, brands or special offers. It is
placed near the advertised item and where the customer
makes purchasing decisions.

1. Vendor Shops
where the vendor places its products in-store directly. The
shop allows vendors to increase attention to specific
products.
2. Freestanding Displays
is a standalone display rich in visual and graphic information
to bring attention to a specific product.
3. Dump Bins
is a standalone display, usually featuring individually
packaged small items.
4. Endcap Displays
Located at the end of the aisle of product shelves, these
displays can help customers view advertised products
without navigating a specific aisle. This display can only be
found at the end of the product shelf aisle.
5. Banner Stands
The banner stands only functions as a signboard and
advertisement.

POP displays play an important role in exposing certain
merchandise in a store full of a wide variety of products. POP
displays can effectively promote new products that contain
information about new products, technology or product designs.
One of the goals of POP displays is to encourage customers to come
up with a plan and to buy a product, even if they had no intention
of buying initially
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PENGELOMPOKAN
Exhibition  & Display Design

STORE Display

In making product display designs for 
Store, apply psychological concepts 
related to human emotions, 
behaviours and habits that can 
influence buying a product.

The psychological concept in making 
the design of store display:
1. Motivation
2. Perception
3. Learning (Experience)
4. Beliefs / Attitudes
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DESAIN PRODUCT DISPLAY
POP Display

PRODUCT Display

POP Display
Design Aspect

"What do I mean by this display?"
The first question is, "what does this display mean?" For
example, if you present a new design, then the display is
created to communicate that to the buyer. Providing
design with a surface area for information to
communicate is a top priority.

"Who is my audience for this product display?"

If your POP display is displayed at a convenience

store, this affects who the buyers are and also why

they shop at that location. Buyers at this type of shop

tend to buy in small quantities.

"Where is my POP display location?"
Consider assessing the floor area near the front of the 
store, for example in a convenience store, and customers 
are less likely to explorer the entire shelf of goods so are 
considered to be placed in entrance of the store.
Another reason location is important is if space is small 
and confined, avoid using large displays that block the 
hallway. Likewise, for larges floor space, opting for a small 
display can hide your product.
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DESAIN PRODUCT DISPLAY
POP Display

PRODUCT Display

POP Display
Anthropometric - Ergonomic

Percentile range
That proportion of a population with a dimension 
at or less or higher  value.

User Population
User Population:
User dimension ranges for a specific product or
system. User groups can be identified by determining
the age, gender, physical condition, economy, means
etc.

Source: http://www.brilliantbiomed.com/2009/09/cant-get-jelly-jar-open_19.html
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DESAIN PRODUCT DISPLAY
POP Display

PRODUCT Display

POP Display
Design Principles

Design Principle 1:
Keep It Simple Impression Hierarchy Targets:
Colour, Imagery, Words

Design Principle 2:
Functional Before Fancy Impression Hierarchy
Target: Shape

Design Principle 3:
Remember Retail Store Placement and
Requirements

Sources: https://resources.landsberg.com/wp-content/uploads/2014/08/POP-Displays-
Whitepaper.pdf
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PENGELOMPOKAN
Exhibition  & Display Design

STORE Display

Principles of Design
The Principles are concepts used to
organize or arrange the structural
elements of design. Again, the way in
which these principles are applied
affects the expressive content, or the
message of the work.
The principles are:
1. Balance
2. Proportion
3. Rhythm
4. Emphasis
5. Unity

Source: http://char.txa.cornell.edu/Source: https://artclasscurator.com/principles-of-design-examples/
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PENGELOMPOKAN
Exhibition  & Display Design

STORE Display

Element of Design
The elements are components or
parts which can be isolated and
defined in any visual design or work of
art. They are the structure of the
work, and can carry a wide variety of
messages.
The elements are:
1. Point
2. Line 
3. Form
4. Shape and space
5. Movement
6. Colour
7. Pattern
8. Texture

Source: http://char.txa.cornell.edu/
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DESAIN PRODUCT DISPLAY
POP Display

PRODUCT Display

POP Display
Materials and Production

1. Material:
• Main Material
• Secondary Material
• Supporting material

2. Production Process
• Printing
• Cutting
• Colouring

3. Assembling & Dissembling
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STORE DISPLAY DESIGN

https://www.youtube.com/watch?v=aw8vYrNcTHY
https://www.youtube.com/watch?v=dB-gCquyNLU
https://www.youtube.com/watch?v=Lc9ArRktTBk
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EXHIBITION  & DISPLYA DESIGN

Project 1

POP Display Design
Case study: BXC Mall
Product display and brand: Faculty/Department UPJ 

Guide Line:
"What do I mean by this display?“
"Who is my audience for this product display?“
"Where is my POP display location?“
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EXHIBITION  & DISPLYA DESIGN

PREPARING SKETCHING TOOLS
“Sketching Book“
“Drawing Tools“
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PRODUCT Display 

POP Display 

Guide Line: 
"What do I mean by this display?“ 
Introduction 
Promotion 
Sales 
Product launching 
Etc 
 
"Who is my audience for this product display?“ 
Age, Gender 
Profession 
Economic/Income level 
Etc 
 
"Where is my POP display location?“ 
Indoor/Outdoor 
Public area 
Store 
Etc 

POP DISPLAY 
POP display design guidelines 

https://www.behance.net/gallery/36529623/POP-Displays 
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PRODUCT Display 

POP Display 

Understanding and Identify a Content of POP 
display: 
1. Product (3D/2D) 
2. Information  

 
Make classification of display  
1. Primary exposes  
2. Secondary exposes 
3. Add on  

POP DISPLAY 
POP display design guidelines 

https://www.behance.net/gallery/36529623/POP-Displays 
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PRODUCT Display 

POP Display 

Generate  sketching IDEA 
1. Alternative 
2. Modification 
3. Variant 

 
Adjusting scale, proportion and dimension 
1. Anthropometric 
2. Ergonomic 
 
 
 

POP DISPLAY 
POP display design guidelines 

https://www.behance.net/gallery/36529623/POP-Displays 
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POP DISPLAY 
POP display design principles 

PRODUCT Display 

POP Display 

Generate  sketching IDEA consideration to 
the POP display design principles 

Design Principle 1:  
Keep It Simple Impression Hierarchy Targets: 
Colour, Imagery, Words 

Design Principle 2:  
Functional Before Fancy Impression Hierarchy 
Target: Shape 

Design Principle 3: 
Remember Retail Store Placement and 
Requirements  

https://www.behance.net/gallery/36529623/POP-Displays 
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STORE Display 

The principles of design: 
1. Balance 
2. Proportion 
3. Rhythm 
4. Emphasis 
5. Unity 

Generate  sketching IDEA consideration to 
the principles of design and element of 
design 

The elements of design: 
1. Point 
2. Line  
3. Form 
4. Shape and space 
5. Movement 
6. Colour 
7. Pattern 
8. Texture 

SKETCHING IDEA 
POP Display Design 

https://www.behance.net/gallery/36529623/POP-Displays 
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IDEA 
POP Display Design 

STORE Display 

The principles of design: 
1. Balance 
2. Proportion 
3. Rhythm 
4. Emphasis 
5. Unity 

Generate  sketching IDEA consideration to 
the principles of design and element of 
design 

The elements of design: 
1. Point 
2. Line  
3. Form 
4. Shape and space 
5. Movement 
6. Colour 
7. Pattern 
8. Texture 

https://www.behance.net/gallery/36529623/POP-Displays 
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SKETCHING IDEA 
POP Display Design 

STORE Display 

http://www.coyoteconcepts.com/portfolio 
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BASIC SKETCHING  

https://www.youtube.com/watch?v=flVR6FqTYKc 
https://www.youtube.com/channel/UCC3pCwgZQhWPsexNlOOiRJg 
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EXHIBITION  & DISPLYA DESIGN 

Lesson 1 

Sketching your Idea (4 Alternative) 

http://www.sketchbookmba.com/new-page-1-1 
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POP DISPLAY DESIGN
Anthropometric and Ergonomic

STORE Display

Anthropometric dan ergonomic
berkaitan dengan dimensi tubuh
manusia dan bagaimana manusia
dapat berinteraksi dengan
lingkugan atau objek disekitarnya

Penerapan ergonomic dalam
Display desain yaitu:
Efektivitas dalam melihat objek dan
menerima informasi visual yang
disampaiakn
Kenyamanan dan keamanan dalam
berinteraksi dengan lingkungan
sekitar atau objek tertentu.
Kemudahan dalam menggunakan,
perawatan, perbaikan,
penyimpanan dan pengiriman.

http://www.sozostudio.com/ergonomics
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POP DISPLAY DESIGN
Anthropometric and Ergonomic

STORE Display

Ergonomic for visual display 
Jarak efektivitas (Maksimum dan
minimum):
Melihat objek
Membaca teks/informasi
Sudut pandang/arah pandangan
Point of interest

Informasi yang disampaikan dapat
terlihat dengan jelas dari jarak yang 
ditentukan.
Alur informasi yang ingin
disampaikan jelas
Tentukan batasan maksimum dan
minimum dalam berinteraksi
dengan objek
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POP DISPLAY DESIGN
Anthropometric and Ergonomic

STORE Display

Ergonomic for visual display 
Penempatan produk yang berkaitan
dengan sirkulasi lalu lalang orang 
yang berjalan, akses orang masuk

Sebagai contoh:
Mempertimbangkan dimensi diplay, 
bentuk display agar tidak
menggangu sirkulasi pergerakan
orang, membuat sempit ruangan
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POP DISPLAY DESIGN
Anthropometric and Ergonomic

STORE Display

Ergonomic for visual display 
Kemudahan untuk menempatkan
atau mengambil objek
Keamanan dalam penempatan
objek

Sebagai contoh:
Jika anda menempatkan brosur, 
maka brosur tersebut mudah untuk
diambil, mengisi ulang dengan
gampang dan tersusun dengan rapi. Reaching for Holograms: Assessing the Ergonomics of the Microsoft™ Hololens™ 3D 

Gesture Known as the "Air Tap"



CLICK TO EDIT MASTER TITLE STYLE
Click to edit Master text styles

Click to edit Master title style

• Click to edit Master text styles

– Second level

• Third level
– Fourth level

» Fifth level

3/1/2021 6

POP DISPLAY DESIGN
Anthropometric and Ergonomic

STORE Display

Ergonomic for visual display 
Hindari bentuk yang akan
berdampat berbahaya jika
bersinggungan fisik secara langsung
dengan orang.

Sebagai contoh:
Hindari membuat sudut yang 
runcing di area yang dapat
bersinggungan secara langsung
dengan tubuh manusia.

https://blog.sliceproducts.com/examples-of-ergonomic-hazards-in-the-workplace
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POP DISPLAY DESIGN
Anthropometric and Ergonomic

STORE Display

Ergonomic for visual display 
Digunakan untuk:
Mudah untuk dirakit
Mudah dibongkar, 
Mudah untuk penyimpanan
Mudah untuk mengirim

http://www.24sevenpro.com
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Adjusting Anthropometrics and ergonomic to your Idea 

http://www.sketchbookmba.com/new-page-1-1
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POP DISPLAY DESIGN 
MATERIAL 

STORE Display 
 
2 Alasan dalam memilih material 
untuk POP Display 
 
1. Temporary POP Display 

Digunakan untuk waktu 
tertentu/kegiatan tertentu, 
Penggantian produk/brand cepat, 
konten atau informasi visual 
dapat diganti setiap saat.   

 
2. Permanent POP Display 

Digunankan untuk waktu yang 
lama, tidak ada penggantian 
produk/brand dalam waktu yang 
singkat 
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POP DISPLAY DESIGN 
MATERIAL 

STORE Display 
 
2 Alasan dalam memilih material 
untuk POP Display 
 
Bahan dasar: 
1. Kertas  (Cardboard) 
2. Foam 
3. Particle Board, MDF & Plywood 
4. Kayu Solid 
5. Plastic 
6. Metal 

https://www.heritagepaper.net/benefits-of-corrugated-cardboard-for-packaging/ 
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POP DISPLAY DESIGN 
KERTAS (Cardboard) 

STORE Display 
 
2 Alasan dalam memilih material 
untuk POP Display 
 
1. Graphic cardboard,  
2. Solid cardboard 
3. Corrugated cardboard. 
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POP DISPLAY DESIGN 
KERTAS (Cardboard) 

STORE Display 
 
2 Alasan dalam memilih material 
untuk POP Display 
 
Corrugated cardboard. 

http://yumiboxpersada.com/info-kartonbox 
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POP DISPLAY DESIGN 
FOAM POLYSTYRENE 
 

STORE Display 
 
Styrofoam  
EPS (Expandable Polystyrene) 
 
Polistirena berbentuk busa dengan 
kadar udara mencapai 95%. 
Polistirena yang satu ini memiliki 
sifat isolator termal yang baik, dan 
juga dapat meredam benturan 
sehingga sering digunakan sebagai 
bahan pembuatan kemasan 
makanan sekali pakai dan kontainer. 
 

https://tokoplas.com/news/mengenal-plastik-polistirena/ 
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POP DISPLAY DESIGN 
FOAM POLYSTYRENE 
 

STORE Display 
 
Polyfoam 
EPS (Expandable Polystyrene) 
 
Polyfoam sejenis dengan styrofoam 
tetapi memiliki densitas yang lebih 
tinggi dan padat denga permukaan 
yang mengkilap. Umumnya 
digunakan sebagai bahan dasar 
kemasan untuk makanan.  

https://tokoplas.com/news/mengenal-plastik-polistirena/ 
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POP DISPLAY DESIGN 
Particle Board 
 

STORE Display 
 
Particle Board 
Dibuat dari partikel atau serpihan 
kayu yang dipres dengan tekanan 
tinggi. 
Permukaan menampilkan tekstur 
susunan partikel kayu yang 
bertumpuk. 
 
Medium-density fibreboard (MDF) 
Adalah papan material yang 
tersusun dari kombinasi serat halus 
kayu dan serbuk kayu yang 
dipadatkan dalam tekanan dan 
temperatur suhu yang tinggi dengan 
bantuan resin, permukaan memiliki 
karakteristik halus. 

https://tokoplas.com/news/mengenal-plastik-polistirena/ 
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POP DISPLAY DESIGN 
Particle Board 
 

STORE Display 
 
Medium-density fibreboard (MDF) 
 
Kelebihan MDF : 
• Permukaan lebih halus dan lebih rata 
• Fleksibel dan mudah untuk ditekuk 

untuk dijadikan alternatif rangka 
furniture 

• Harga lebih murah daripada plywood 
• Presisi ketebalan materialnya bagus 
• Mudah untuk langsung di finish misal 

di cat 
Kekurangan MDF : 
• Ketahanan kurang bagus terhadap 

air 
• Mengandung bahan kimia yg sedikit 

menggangu terutama bagi yang 
alergi, gangguan pernafasan 

• Lebih mudah untuk patah 
 

https://tokoplas.com/news/mengenal-plastik-polistirena/ 
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POP DISPLAY DESIGN 
Plywood 
 

STORE Display 
 
PLYWOOD 
 
Plywood adalah papan material yang 
tersusun dari beberapa lapis kayu 
melalui proses perekatan dan 
pemampatan tekanan tinggi . Disebut 
juga kayu lapis karena terdiri dari 
kombinasi lapisan serat serat kayu dan 
kulit kayu (venir) dengan lapisan 
permukaan luar lebih kuat daripada 
lapisan tengah yang berfungsi untuk 
mereduksi pemuaian dan tekanan 
tekuk. 
kuran standar perlembar 120x240cm 
menyesuaikan varian ketebalan 
plywood yaitu 6mm, 9mm, 12mm, 
15mm, 18mm dan 24mm. 

https://indolasercutting.com/plywood-adalah/ 
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POP DISPLAY DESIGN 
Kayu 
 

STORE Display 
 
JENIS KAYU 
 
Kayu Kamper.  
Mempunyai keunggulan kuat terhadap 
serangga. Jika dibandingkan dengan 
kayu jati, kayu ini lebih ringan dan 
harganya lebih terjangkau. Aromanya 
yang khas membuatnya dinamakan 
kayu kamper. Kayu yang memiliki serat 
halus dan indah ini biasa dijadikan 
bahan untuk membuat jendela dan 
pintu. 
Kayu Meranti Merah.  
Kerap digunakan sebagai material 
bangunan, terutama untuk area dalam 
ruangan dan interior. Hal ini karena 
kayu meranti memiliki sifat yang peka 
terhadap cuaca sehingga kurang bagus 
jika digunakan di luar ruangan atau 
eksterior. 

https://www.constructionplusasia.com/id/material-kayu/ 
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POP DISPLAY DESIGN 
Plastik 
 

STORE Display 
 
JENIS PLASTIK 
 
Akrilik 
Adalah sejenis plastik yang menyerupai 
kaca, ringan lentur dan mudah dibentuk 
dengan menggunakan teknik 
pemanasan. Merek yang umumnya 
dipasaran yaitu: Crylux, Plexiglas, 
Acrylite, Astariglas, Lucite, Perclax, and 
Perspex, 
 
Polycarbonat 
Bahan ini sama seperti aklirik tetapi 
memiliki ketahanan termal 
dibandingkan dengan plastik jenis lain, 
tahan terhadap benturan, bening, 
umumnya dipakai untuk outdoor. 
 



CLICK TO EDIT MASTER TITLE STYLE 
Click to edit Master text styles 

Click to edit Master title style 

• Click to edit Master text styles 

– Second level 

• Third level 
– Fourth level 

» Fifth level 

3/17/2021 13 

POP DISPLAY DESIGN 
Plastik 
 

STORE Display 
 
JENIS PLASTIK 
 
PVC (Polivinil klorida) 
Adalah sejenis plastik yang umumnya 
kita ketahui sebagai bahan untuk 
pembuatan pipa plastik. Selain dalam 
bentuk pipa, bahan ini banyak dijumpai 
dalam bentuk lembaran. 
PVC juga digunakan sebagai bahan 
bangunan relatif murah, mudah 
dirangkai serta tahan lama. PVC dapat 
dibuat lebih fleksibel serta elastis. 
 
ABS (Acrylonitrile butadiene styrene) 
Adalah plastik dengan sifat mekanis 
yang keras, kaku, getas dan Ketahanan 
yang sangat baik terhadap zat asam dan 
alkali 
 
 



CLICK TO EDIT MASTER TITLE STYLE 
Click to edit Master text styles 

Click to edit Master title style 

• Click to edit Master text styles 

– Second level 

• Third level 
– Fourth level 

» Fifth level 

3/17/2021 14 

POP DISPLAY DESIGN 
Metal 
 

STORE Display 
 
JENIS METAL 
• Alumunium 
• Besi Blacksteel, Galvalum, Galvanis 
• Stainless steel 
 
Bentuk metal yang umumnya digunakan 
untuk pembuatan POP Display: 
1. Plat  
2. Pipa  
3. Kotak 
4. Profil 
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POP DISPLAY DESIGN 
Metal 
 

STORE Display 
 
PLAT METAL 
• Plat eser 
• Plat bordes 
• Plat perforated 
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EXHIBITION  & DISPLYA DESIGN 

TUGAS 

Tentukan jenis material yang akan digunakan 
untuk POP Display 
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POP DISPLAY DESIGN 
Proses Membetuk Material: 

STORE Display 
 
Proses membentuk yang dapat 
diterapkan untuk jenis material 
dengan ketebalan 0,3cm – 2cm: 
 
1. Triplek 
2. Particle Board 
3. MDF 

 
https://www.youtube.com/watch?v
=R11KqAHTi7M 
 
https://www.youtube.com/watch?v
=kR_XRKSlgRs 
 
https://www.youtube.com/watch?v
=zwhTNaPbbbY 

http://www.coyoteconcepts.com/portfolio 

1. Laser Cutting 
2. CNC Router 
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POP DISPLAY DESIGN 
Laminate material: 

STORE Display 
 
Finishing Laminate PVC 
 
https://www.youtube.com/watch?v
=WAFU7kLmZxQ 

http://www.coyoteconcepts.com/portfolio 

1. High Pressure Laminate (HPL) 

2. Decosheet  
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POP DISPLAY DESIGN 
Finishing: 

STORE Display 
 
Finishing Duco 
 
https://www.youtube.com/watch?v
=M7kfy4_ZYPs 

Duco and painting 
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POP DISPLAY DESIGN 
Plastic Material 

STORE Display 
 
Proses membentuk AKLIRIK 
 
https://www.youtube.com/watch?v
=BXC82PEqQoI 
 
https://www.youtube.com/watch?v
=Id775-bL4vc 
 

ACRYLIC 
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EXHIBITION  & DISPLYA DESIGN 
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INTRODUCTION

LASER CUTTING: THE ULTIMATE GUIDELASER CUTTING: THE ULTIMATE GUIDE

Welcome to Sculpteo’s Ultimate Guide of Laser Cutting!

In September 2016, Sculpteo will be launching its new laser 
cutting online service. While Sculpteo is specialized in 3D 
printing, we now offer our customers this digital manufacturing 
technique service that can be combined with 3D printing or 
uses on its own to cut various materials: cardboard, plywood, 
MDF and acrylics. 

May you be an engineer, a company looking for a manufacturer, 
or just a curious reader, Sculpteo’s team put its best in this 
guide to teach you where the laser cutting technique comes 
from and how it works. 

And while you will get to know the different uses of laser-
cutting, you will probably realize that laser-cutting is a process 
easy to master and easy to associate to your own project! 

So keep an open mind, and, as you read our guide, you will 
probably find answers to your questions: which type of laser 
would be best for my project? how can I turn my project into a 
vector file that will - hopefully - one day become a real object? 
what material can I use?

Before diving into the mysteries of laser-cut, here is a brief 
summary of what you will find in our guide:

Part I: Origins and operating of laser cutting

Laser cutting is a type of digital manufacturing technique known 
as “subtractive”. It uses a large amount of energy generated by a 
laser, concentrated on a very small area, in order to cut or engrave 
a material. There is a broad range of materials that can be cut with a 
laser: wood, plastic, cardboard, textile...

Laser cutting works by directing the output of a high-power laser 
through optics. They direct the laser beam generated on a small 
zone of the material. The material then either melts, burns, vaporizes 
away, or is blown away by a jet of gas, leaving an edge with a good-
quality surface finish. The laser can cut until a 20mm-thick material, 
depending on the type of laser. 

Part II: From design to object

Part III: Applications of laser cutting

Commonly used in the industry, laser cutting machines function 
from digital orders, based on the topographic information contained 
in a vector file. They cut or engrave the material plate in different 
locations, thus allowing an item’s surface to be delineated and 
decorated. To use the laser as a cutting tool, you need a 2D vector 
file, created on a dedicated software. The designer enters all the 
informations about his pattern - material, thickness, shape - before 
sending it to the machine. When the pieces are ready, you just need 
to assemble!

The laser-cutting technique is always evolving: materials 
diversification, increasing thickness of the cut, and a better-looking 
finished aspect made laser-cutting one of the most attractive 
industrial techniques of the past few years! It is now very common 
on the production line, to cut parts in automotive and aeronautic 
factories, but also to build solar panels, or to design pieces 
for fashion shows. It is widely used by architects, also in sign-
manufacturing.

Part III: Applications of laser cutting 

https://www.sculpteo.com/en/
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A. LASER AT ITS ORGINS

Did you know...?

“LASER” is an acronym 
for “Light Amplification 
by Stimulated Emission 
of Radiation”. 

He associated Arthur Schwalow, his friend and 
brother-in-law to his research, and Schawlow 
brought the solution: put the atoms you wanted 
to stimulate in a long, narrow cavity with mirrors 
at each end. The rays would shuttle back and 
forth inside so that atoms would be likelier to 
radiate. One of the mirrors would be only partly 
silvered so that some of the rays could leak out. 

The same arrangement also occurred to Gordon 
Gould, a graduate student at Columbia Universi-
ty who had discussed the problem with Townes. 

Even though Gould, Schawlow and Townes un-
derstood the principles of building a laser, none 
of them managed to build the device. In 1960, 
Thomas Maiman brought to life Townes’ dream 
and made the first ruby laser, producing a per-
fectly straight red laser beam.

1) HOW WAS THE FIRST LASER INVENTED?

During World War II, the physicist Charles 
Townes worked at the Bell Laboratories on 
the radar assisted bombing systems and 
microwaves generators. In the 50’s, following 
an Einstein theory, stimulated emission, where 
energy is extracted from a transition in an atom 
or molecule, Townes thought about creating a 
photon flux, all alike, thanks to the amplification 
of a magnetic wave. That’s how he created the 
first device, called Microwaves Amplification by 
Stimulated Emission of Radiation, i.e. “MASER”. 

Masers were modestly useful, for scientific 
research mainly but not so much for military 
or industrial applications. Only a few scientists 
thought an infrared maser might be important. 
Moreover, infrared rays could not be manipulated 
like radar, and were hard to manage at all.

Yet, Townes thought about this idea intensively. 
And in 1957, studying the equations for amplify-
ing radiation, he realized that it would be easier 
to make it happen with very short waves than 
with far-infrared waves. 

B. FROM LASER TO LASER-CUTTING C. HOW DOES IT WORK?

LASER CUTTING: THE ULTIMATE GUIDELASER CUTTING: THE ULTIMATE GUIDE

WHERE DOES LASER-CUTTING COME FROM?
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2) HOW WAS IT USED?

Physicists were the first to use lasers in their research work thanks to 
colored laser beams, invented in 1966. Colored beams were a great 
progress for spectroscopy and enabled scientists to study properties 
of atoms and molecules, since radiant energy, in this case the laser 
beam, interacts differently with specific types of matter.

1966 was a good year for lasers! The very same year, the laboratory 
“Optical functions for information technologies” in Lannion, France, 
launched the first transmission of information through air with a 
laser. Thanks to this experiment, lasers are now massively used in 
telecommunication. Lasers are also employed to read informations 
engraved on CDs and DVDs, created respectively in 1982 and 1995. 

Telecommunication is now the main market for lasers. The next 
ones would be industry and micro-processing, which use laser for its 
thermic properties as a cutting, welding and drilling tool. 

TRADEMARK

A. LASER AT ITS ORGINS

LASER CUTTING: THE ULTIMATE GUIDELASER CUTTING: THE ULTIMATE GUIDE

WHERE DOES LASER-CUTTING COME FROM?
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1967 : First gas assisted laser-cut 

Peter Houldcroft, the Deputy Scientific Director at The Welding Institute, 
in Cambridge was one of the pioneers in experimenting with laser-cut in 
the 1960’s. He realised that the combination of a focused laser beam and 
an oxygen assist gas had the potential to improve the precision and speed 
offered by thermal cutting processes. 

In 1967, Houldcroft has the inspiring idea of adding a “laser cutting nozzle”, 
with an oxygen pressure chamber which provides an assistant gas stream 
in the region of the laser beam focus. The results of the first experiments 
were published in August 1967 in the article “Gas-jet laser cutting” by 
Arthur Sullivan and Peter Houldcroft, in the British Welding Journal, and its 
conclusions are visionary!

1965 : Laser is used as a drilling tool 

The Western Engineering Research Center, in Buffalo, USA, was the very first 
one to employ a laser as a cutting device. At this time, diamond dies were 
used to manufacture wire for electrical connections. Thousand of dies were 
required for this kind of operations, and piercing the dies or resizing them 
was both a costly and a slow process, up to 24 hours of making. 

Instead of metal drill or diamond dust, used so far, engineers used a laser. 
Many of the conducted tests were safety-testing. The effects of laser beams 
on eyes and skin, or of the vaporized materials on the worker’s health had not 
yet been established.

‘With the development of higher power lasers it 
should be possible to cut thicker and different 
materials including non metals.’

‘The narrowness of the cut promises a precision 
not previously obtained with thermal cutting 
techniques.’

- Peter Houldcroft

LASER CUTTING: THE ULTIMATE GUIDELASER CUTTING: THE ULTIMATE GUIDE
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Laser-cut today

Forty years after the invention of Houldcroft, laser-cutting is everywhere! 
And it’s not only for metals anymore: plastic, wood, paper, cardboard, textile, 
ceramic. Our lasers now have good-quality and high-precision beams which 
can cut through materials thick up to 20 mm, with a clean and narrow kerf, and 
no need to resize or polish the material.

Industry stays the biggest buyer. Automobile companies especially, but lasers 
are also employed to create solar panels by cutting photovoltaic cells in silicon 
slabs, or to drill holes in the blades of turbines in order to cool aerospace 
constructions. Engraving objects, for example letters on keyboards, the brand 
on the side of your phone or your pen, is also a frequent use for lasers. Paired 
with 3D-print, laser-cut opens up the field of possibilities in industry!

1979: 3D laser-cut

In 1979, the Italian company Prima Industrie invented the first 3D laser-cutting 
process with a 5 axes rotation system.

1969: First industrial use in Boeing factories

The American company Boeing is the first one to integrate laser-cutting on its 
production lines. In August 1969, three employees from the Boeing Company 
produced a paper on the CO2 laser cutting of “hard” materials - titanium, 
Hastelloy and ceramic - using the assist gas technique. They concluded that 
the laser “could be an effective and economical cutting tool, but a great deal 
of research and development may be required before such a machine could 
be put on the production line”. In the 1970’s, Boeing patented the multi-beams 
laser-cutting and was among the pioneering companies cutting titanium with 
a laser.

LASER CUTTING: THE ULTIMATE GUIDELASER CUTTING: THE ULTIMATE GUIDE
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C. HOW DOES IT WORK?

The laser originates from a laser resonator, which 
sends out a beam of intense light that reflects through 
a system of mirrors to the cutting head. Within the 
cutting head, the laser is focused through a lens and 
narrowed down to an extremely thin, concentrated 
beam.

WHERE DOES LASER-CUTTING COME FROM?

B. FROM LASER TO LASER-CUTTINGA. LASER AT ITS ORIGINS C. HOW DOES IT WORK?
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The active laser medium can be:
• a solid, such as a crystal. Maiman actually 

built his first laser using a crystal, a ruby in 
his case;

• a gas mixture. The oxygen is the most 
common type, with a mixture of composing 
of carbon dioxide (CO2);

• fiber, most of the time glass fibers.

This beam is projected down at the material 
to cut it thanks to an optical system which is 
composed of mirrors and lenses.

The laser resonator creates the energy at the 
origin of the beam. It can be:
• light, thanks to diodes or lamps ;
• an electric discharge.
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SAFETY FIRST!

During such operations, the laser beam is sometimes 
invisible to the human eye and yet extremely powerful. 
Therefore, safety glasses are mandatory during the 
process. Would the laser beam cross your eye, your retina 
would melt in less than the time needed for pain to reach 
your brain!

Laser-cutter systems can be:

• Gantry system with a laser beam always placed perpendicularly to 
the cut materials, tahnks to a plotter associated to three mirrors: 
one fix mirror, and two mobile ones.

• Galvanometer system with a laser beam placed at various angles 
to the materials, using angled mirrors. It can speed up to 1 meter-
per-second, but this system is mostly used as an engraving tool 
since it doesn’t provide clean cuts. The laser beam, which is 
placed at the center of the device, is oriented with mirrors on the 
material and cuts it in bias. Especially if the object is wide and its 
edges are far from the laser beam.

When the resonator generates lasers, mirrors 
guide the beam in the required direction and 
lenses focus it at the necessary point. The crystal 
or the gas helps giving a more precise direction 
and amplifying the laser beam. The focusing also 
multiplies its cutting power. Most laser-cutters 
employ capacitive height control to maintain 
an accurate gap between the workpiece and the 
nozzle-end, which is the exit point for the laser 
beam. This gap will determine the cut quality.

Laser cutters cut by a melting, vaporizing, or 
burning action. Compressed gases such as 
oxygen and nitrogen exit as well from the 
nozzle-end and flush the molten debris off the 
kerf.

WHERE DOES LASER-CUTTING COME FROM?

LASER CUTTING: THE ULTIMATE GUIDELASER CUTTING: THE ULTIMATE GUIDE

C. HOW DOES IT WORK?
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WHERE DOES LASER-CUTTING COME FROM?

CO2 lasers

Neodymium lasers

Fiber lasers

Work with...

Crystals: neodymium doped 
crystals such as Nd:YVO4, 
Nd:YLF and Nd:YAG.

A “seed laser”, amplified via 
special glass fibers.

Main properties

Can cut thin sheets of var-
ious materials, inexpensive, 
efficient. It can cut and en-
grave a wide variety of ma-
terials. 

With a smaller wavelength, 
they can cut very thick ma-
terials. But parts of the ma-
chines often need replacing.

Materials

Wood, paper based products 
(like card board), leather, 
acrylic, some plastics, and 
some foams.

Metals and plastics.

Although the laser cutters are all built and work similarly, they are distinct in that each type of laser has a specific power range. 
Each can be used to cut through different material types and thicknesses. There are three main types of lasers used in laser cutting:

A gas discharged which is 
air or water-cooled. It is a 
mixture of mainly carbon 
dioxide and nitrogen, with 
hydrogen and/or xenon and 
helium.

Metal, plastics and some ce-
ramics.

LASER CUTTING: THE ULTIMATE GUIDELASER CUTTING: THE ULTIMATE GUIDE

C. HOW DOES IT WORK?

Sculpteo uses a CO2 laser. 
Check our materials list on 
our website!

Their wavelength and in-
tensity is similar to the Nd 
lasers but a fiber laser re-
quires less main tenance.

https://www.sculpteo.com/en/lasercutting/laser-cutting-materials/
https://www.sculpteo.com/en/
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WHERE DOES LASER-CUTTING COME FROM?

C. HOW DOES IT WORK?

Laser-cutting is very efficient 
in many fields where 
manufacturing speed is 
essential. 

Another good reason to adopt 
laser-cutting is the wide range 
of materials you can cut with 
only one machine, especially 
with CO2 lasers. 

The cut is always precise, neat 
and the kerf is clean, without 
important deterioration on your 
material. 

ITS POWER IS ENTIRELY ADJUSTABLE AND PRE-
CISELY FOCUSED ON THE MATERIAL

THE HIGH FOCUS AND THE GOOD COHERENCE 
BETWEEN THE ELECTRIC AND MAGNETIC COM-
PONENTS GIVES THE LASER BEAM  GREATER 
ENERGY

THE MINIMUM DIFFRACTION OR BENDING 
AROUND SHARP CORNERS MAINTAINS ITS ENER-
GY LEVELS OVER A DISTANCE

Traditional manufacturing devices have a 
limited use and technical constraints that 
you will not find with laser-cut, permitting 
also a wider freedom of design. Laser-
cutting offers:
• top cutting precision and positional 

accuracy,
• improved edge quality and surface 

finish,
• strong repeatability,
• the use of materials not cut by tradi-

tional devices,
• drilling and engraving in addition to 

cutting,
• negligible workpiece degradation,
• cost-effectiveness,
• minimal thermal stress zone,
• cuts of complex shapes 

LASER IS AN IDEAL TOOL FOR CUTTING BECAUSE:

LASER CUTTING: THE ULTIMATE GUIDELASER CUTTING: THE ULTIMATE GUIDE

WHY DO I NEED TO USE LASER CUTTING?
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PART TWO: 
FROM DESIGN TO OBJECT

LASER CUTTING: THE ULTIMATE GUIDE
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FROM DESIGN TO OBJECT

A. WHICH MATERIALS CAN BE CUT?  B. HOW CAN I CREATE MY OWN LASER CUT MODEL?

Many materials can be cut by a laser: from wood to plastic, from steel to ceramic. Depending on the material, there is usually no 
limit to the thinnest sheet that can be cut, and the thickest sheet is usually 20 mm. The following materials can be cut:

Plastics:

• ABS (acrylonitrile butadiene 
styrene)

• Acrylic (also known as Plex-
iglas, Lucite, PMMA)

• Delrin (POM, acetal) – for a 
supplier, try McMaster-Carr.

• High density polyethylene 
(HDPE) – melts badly

• Kapton tape (Polyimide)
• Mylar (polyester)
• Nylon – melts badly
• PETG (polyethylene tereph-

thalate glycol)
• Polyethylene (PE) – melts 

badly
• Polypropylene (PP) – melts 

somewhat
• Styrene
• Two-tone acrylic – top color 

different than core material, 
usually for custom instru-
mentation panels, signs, and 
plaques.

Thin metals:

• Stainless steel 
• Spring steel

Foam:

• Depron foam – often used 
for RC planes.

• EPM
• Gator foam – foam core 

gets burned and eaten away 
compared to the top and 
bottom hard shell.

Other:

• Cloths (leather, suede, felt, 
hemp, cotton)

• Magnetic sheets
• Papers
• Rubbers (only if they do not 

contain chlorine) 
• Teflon (PTFE, Polytetrafluo-

roethylene) 
• Cork
• Woods (MDF, balsa, birch, 

poplar, red oak, cherry, holly, 
etc.) 

On the contrary, any materials containing chlorine cannot be cut: 
polycarbonate, PVC, vinyl, for example. Glass cannot be cut as well, it 
can only be engraved. Finally, most metals cannot be cut or need a 
special laser cut, either a powerful fiber laser or a very powerful CO2 
laser, except from stainless or spring steel.

LASER CUTTING: THE ULTIMATE GUIDELASER CUTTING: THE ULTIMATE GUIDE
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Let’s have a closer look at four commonly used materials: cardboard, acrylic, plywood, and medium-density fibreboard (MDF).

FROM DESIGN TO OBJECT

Cardboard is inexpensive and very easy to work with. It is both 
light and very stiff, can be folded, taped, glued, cut, stapled. It is 
also very easy to paint. Made from natural fibers, cardboard is 
recycled, recyclable and biodegradable. 

CARDBOARD

Cardboard is a light yet rigid material. It is made by gluing 
several sheets of paper of different thicknesses, both flat, 
corrugated and wavy. Cardboard is a generic term for a heavy-
duty paper of various strengths, from a single thick sheet of 
paper to complex configurations with multiple layers.

Cardboard is not suited to resist fire nor water, unless treated 
for wet-strength. 

Creating structures from corrugated cardboard can be a great 
way to test out complex designs. Slotting, stacking and folding 
shapes all work well to create 3D form. Therefore, cardboard is 
typically used for early prototypes, package design, crafts, or 
kids projects. You can also make outstanding business cards in 
compact cardboard.

?

A. WHICH MATERIALS CAN BE CUT?

LASER CUTTING: THE ULTIMATE GUIDELASER CUTTING: THE ULTIMATE GUIDE

https://www.sculpteo.com/en/lasercutting/laser-cutting-materials/cardboard-material/
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Acrylic is an affordable material with a high quality look and 
finish. Its texture enables also good engravure with a high level of 
details. Many ranges of thickness and colors can be used.

FROM DESIGN TO OBJECT

ACRYLIC

Acrylic is a type of plastic with a variety of brand 
name manufacturers, including Plexiglas, Lucite, 
Acrylite, Perspex, and Optix. 

Seen as attractive because of its glossy surface, it 
comes in a variety of thicknesses and colors, and the 
edges of laser-cut acrylic have a “laser-polished” 
look. It is also available in transparent, translucent, 
and opaque colors, including neons, fluorescents, 
and mirrored colors. 

It is possible to create two-tone acrylic with a thin, 
top layer that is a different color than the core 
material, and it is usually used for parts that require 
high-contrast engraving such as instrumentation 
panels, signs, and plaques. 

Acrylic can be brittle. For example, you have to be careful not to 
crack if you want to drill holes after laser cutting; it is better to 
have us laser-cut all screw holes and mounting holes. Acrylic parts 
can also crack or chip - especially at sharp corners - if you drop 
them on a hard surface. Scratches can appear on the material if 
not careful.

Acrylic is used for both industrial and artistic purposes. Robot parts 
and chassis, computer case parts and fan grills are often laser-
cut in acrylic. But it can also be used to create jewelry, trophies, 
furnitures and art pieces.

?

A. WHICH MATERIALS CAN BE CUT?

LASER CUTTING: THE ULTIMATE GUIDELASER CUTTING: THE ULTIMATE GUIDE

https://www.sculpteo.com/en/lasercutting/laser-cutting-materials/acrylic-material/
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FROM DESIGN TO OBJECT

Like paper or cardboard, plywood is an affordable support, from 
natural extraction. Wood can also give a unique character to the 
furniture or the piece created thanks to its fibers and its knots. It 
engraves well and is very easy to stain or to paint.

PLYWOOD Plywood is a sheet material manufactured from 
thin layers (or “plies”) of wood veneer that are glued 
together with adjacent layers having their wood 
grain rotated up to 90 degrees to one another. 

All plywoods are a mix of resin and wood fib-
er sheets. This alternation of the grain, known as 
“cross-graining” reduces the tendency of wood to 
split when nailed at the edges. 

Light and waterproof, plywood is used by designers 
and manufacturers for its resistance and its 
flexibility. Laser cut and plywood often go together: 
no need of finishing the material thanks to the 
precise cut of the laser beam!

Plywood is also a good engraving support for 
pictures, symbols or typewriting.

Plywood can present a slightly rough surface. Laser burnt edges 
can slightly blacken the objects they are in contact with (or your 
hand). Plywood can be more or less thick (+- 1mm) depending of 
the supply batch.

Craftsmen use and love laser cut for plywood. No finishing, no 
splits, it is a perfect technique to create furnitures. The heat of 
laser beam even adds a little something on the side of the cut.?

A. WHICH MATERIALS CAN BE CUT?

https://www.sculpteo.com/en/lasercutting/laser-cutting-materials/plywood-material/
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FROM DESIGN TO OBJECT

Available in many colors and thicknesses, MDF is isotropic, i.e. it 
is homogeneous and has the same properties in all dimensions. 
It is also quite inexpensive, cheaper than wood but with similar 
properties. Just like plywood, MDF does not present splits or 
splinters when cut with a laser. It doesn’t have fibers which means 
there is no specific direction to follow when you cut MDF. It can 
also be painted, tainted, varnished, waterproofed…

MDF MDF stands for Medium Density Fiberboard. It is an engineered 
wood product made by breaking down hardwood or softwood 
residuals into wood fibres, combining it with wax and a resin binder, 
and forming panels. It is is generally denser than plywood but can 
be used as a building material similar in application. 

MDF is not water resistant. It does not have really strong mechanical 
properties.

MDF is commonly used for making prototypes, furniture, but also 
ornaments, puzzles and coasters.?

A. WHICH MATERIALS CAN BE CUT?

LASER CUTTING: THE ULTIMATE GUIDELASER CUTTING: THE ULTIMATE GUIDE

https://www.sculpteo.com/en/lasercutting/laser-cutting-materials/mdf-material/
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Acrylic

Can crack under stress, 
can scratch.

The italian furniture 
brand Kartell.

Plywood

Affordable, engrave well, 
easy to stain, natural 
material giving a unique 
surface aspect, good me-
chanical properties.

Inconsistent thickness 
between supply batches.

Architects for models.

MDF

High quality look and fin-
ish, engraves well, solid/
substantial feel.
Recommended to create 
3D objects from laser cut.

Furniture designers.

High quality look and fin-
ish, high level of detail 
possible, engraves well, 
affordable.

Does not like humidi-
ty, not really resistant in 
small thickness.

Cardboard

Inexpensive, recyclable, 
easy to paint, easy to join 

Low durability.

Point to paper, a dutch 
company specialized in 
luxury packaging and 
greeting cards.

Used by...

LASER CUTTING: THE ULTIMATE GUIDELASER CUTTING: THE ULTIMATE GUIDE

FROM DESIGN TO OBJECT

A. WHICH MATERIALS CAN BE CUT?

https://www.sculpteo.com/en/lasercutting/laser-cutting-materials/acrylic-material/
https://www.sculpteo.com/en/lasercutting/laser-cutting-materials/plywood-material/
https://www.sculpteo.com/en/lasercutting/laser-cutting-materials/mdf-material/
https://www.sculpteo.com/en/lasercutting/laser-cutting-materials/cardboard-material/
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Simple pictures or non vectorized drawings are not 
enough to create an object with laser cut because they 
do not contain the information necessary to enable 
the machines to cut or engrave it. What you need is a 
vector file.

A. HOW CAN I GET A VECTOR FILE?

B. IS IT THE RIGHT FORMAT?

C. HOW CAN I SEND IT TO SCULPTEO?

D. HOW DO I FIND THE PRICE OF MY DESIGN?

2. SCULPTEO TOOLS AND HOW TO CONFIGURE YOUR VECTOR FILE1. GUIDELINES

LASER CUTTING: THE ULTIMATE GUIDELASER CUTTING: THE ULTIMATE GUIDE

A. WHICH MATERIALS CAN BE CUT?  B. HOW CAN I CREATE MY OWN LASER CUT MODEL?

FROM DESIGN TO OBJECT
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A. HOW CAN I GET A VECTOR FILE?

Here are three options available to you:
• Option 1: Create your own vector file: it’s way easier to create your own vector file with a dedicated software, which can be understood 

in a few hours. On the contrary,  a 3D file requires more complex software, and at least a week to get the basics.
• Option 2: Ask a designer to create a vector file for you.
• Option 3: Use free vector files on websites such as Noun Project. 

You picked option 1? Here is how can you can create your own vector file for laser cutting and engraving.
There are several ways to create a vector file. You can use a wide range of software, either for modeling or design, professional or not, 
priced or free, more or less complete and easy to use. Whatever software you use, you should not forget the design guidelines that must 
be respected. 

You should always follow the design guidelines of the material you want to use, since each material has specific constraints which are 
necessary to take into account. For example, you must take into account the kerf that the laser creates as it passes over the material, and 
check that the size of the object does not exceed the size of the cutting table of our machines. 

LASER CUTTING: THE ULTIMATE GUIDELASER CUTTING: THE ULTIMATE GUIDE

FROM DESIGN TO OBJECT

2. SCULPTEO TOOLS AND HOW TO CONFIGURE YOUR VECTOR FILE1. GUIDELINES

At Sculpteo, we have our favorites softwares for each digital 
manufacturing techniques.
 
Take a look at 6 of our best softwares for laser cutting!

https://thenounproject.com/
https://www.sculpteo.com/blog/2016/07/11/top-8-software-for-laser-cutting/
https://www.sculpteo.com/en/
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ADOBE ILLUSTRATOR

LASER CUTTING: THE ULTIMATE GUIDELASER CUTTING: THE ULTIMATE GUIDE

FROM DESIGN TO OBJECT

INKSCAPE SKETCHUP

SOLIDWORKS
ONSHAPE

SOLVESPACE

An open-source alternative to Adobe 
Illustrator!
You can create a new design from scratch, 
or repair an existing one.

Needs some time to understand how to use 
it and to handle the tools...
The functions don’t have the same name as 
in Adobe Illustrator. Be careful!

Do I need to pay? No

Format: SVG

One of the easiest software! Very intuitive 
to use.
You can add plugins and discover new 
functionalities.

SketchUp can’t handle spheres and circles, 
and will transform them into polygons. 
Avoid this software for any curvy design if 
you need high precision.

Do I need to pay? Yes and no. 
There is a free version but you need to pay 
to access the entire functionalities.

Format: 3DS, DEM, DWG, DXF
SVG if you have the right plugin.

SolidWorks is a 2D modeling software. 
Going from a 2D model to a 3D design with 
it is super easy, and allows for neat and 
cohesive results.
Lots of tools, whether it is for architectural 
plans or products’ designs.

You will need to go through some trials 
before handling all the options properly.  
You can’t import a SVG file in SolidWorks. 
You have to export the drawings with a 
format such as IA, and open the files in 
Adobe Illustrator or Inkscape, to convert 
them into SVG.

Do I need to pay? Yes

Format: DXF, PDF

A free equivalent of SolidWorks with many 
good functionalities.
OnShape is available for tablets and 
smartphones too, so you can work on your 
models wherever you go!
You can give OnShape a try on their website.

You need an Internet connection to work 
on it and to download your design.
No SVG format. You will need to export 
your file to the DXF format again, before 
going through Illustrator/Inkscape to 

Do I need to pay? No

Format: DXF

Free and open-source.
Many functionalities, from basic forms 
to fully functional constraints, just like 
SolidWorks or OnShape.
Very fast to download (less than 10MB).

A bit tricky to use and not very good-looking.
You can’t export your design directly into 
SVG. 

Do I need to pay? No

Format: Files need to be SolveSpace Models 
(*.slvs) format. Various export formats are 
provided, including 2D vector drawing as 
DXF, EPS, PDF, SVG, HPGL, STEP. 

A. HOW CAN I GET A VECTOR FILE?1. GUIDELINES

Needs some time to understand how to use 
it and to handle the tools...

Do I need to pay? Yes

Format: SVG

Very versatile, it will let you work with 
vector graphics. 
So many artistic opportunities!
You can use it with other software, to check 
and repair other files.
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The price of your design depends on the time spent by the machine to cut the material. If you optimise the line work, you will achieve faster 
cuts and save money! Check these four elements on your pattern:

1) Design

Remember “more is less”! 

Clever designers will figure 
out the best way to maxim-
ise the use of materials and 
processes they undergo. 

Look carefully at your design 
and get rid of anything 
that could be considered 
superfluous.

2) Watch out for double lines!

The laser is no human being 
and doesn’t know you don’t 
want to cut the same line 
twice! 

It may sound obvious, but be 
careful when you  duplicate 
or copy and paste linework 
on top of each other. 

In extreme cases this will 
double your cutting time 
and cost, and increase the 
chances of burning the 
material. 

3) Reduce Raster engraving 

Raster engraving is the most 
time consuming operation. 

Considering that 
manufacturing time is an 
important price factor, we 
recommend you limit your 
surface engraving to a few 
cm².

LASER CUTTING: THE ULTIMATE GUIDELASER CUTTING: THE ULTIMATE GUIDE

FROM DESIGN TO OBJECT

A. HOW CAN I GET A VECTOR FILE?1. GUIDELINES

FOUR TIPS FOR OPTIMIZING YOUR VECTOR FILE

Check Sculpteo’s website to find our 
tutorials on how to prepare your 
vector file!

4) Pay attention to your text

Dont’t forget to vectorized 
anything you want to write 
on your design. 

If not, fonts could be misin-
terpreted at upload.

https://www.sculpteo.com/en/lasercutting/prepare-your-file-laser-cutting/
https://www.sculpteo.com/en/lasercutting/prepare-your-file-laser-cutting/
https://www.sculpteo.com/en/lasercutting/prepare-your-file-laser-cutting/
https://www.sculpteo.com/en/
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These software are among the best to create a vector file according to the Sculpteo team but remember that you can always enhance the 
capacities of your software or upload new functionalities thanks to plugins. You can also use online services to create ready-to-use vector 
files.

• The Flights of Ideas: this SketchUp plugin for anyone 
that needs to export faces from their 3D model into 
the 2D SVG format. This allows you to use editors 
like Inkscape or Adobe Illustrator and to create 2D 
layouts for laser cutting.

• VectorScribe: VectorScribe is a plugin for Adobe 
Illustrator that allows designers to create geometric 
shapes with more refinement and control.

• InkScribe: InkScribe is both an alternative and a 
complement to Adobe Illustrator’s pen tool. It will 
enable you to create paths, or draw vectors, more 
quickly and intuitively.

SOME USEFUL PLUGINS... ...AND SOME HELPFUL ON-LINE SERVICES

• Box Designer: enter the dimensions and thickness of 
your box online and the software will generate a PDF 
you can use to cut a notched box on a laser-cutter. 

• Template Maker: the page contains a good number 
of templates for gift boxes and many other things 
that can be made out of paper. The templates are 
completely free and all dynamic: you can customize 
almost all dimensions.

• Gear Generator: this online tool creates involute 
spur gears that you can download in SVG format. In 
addition it lets you compose full gear layouts with 
connected gears to design multiple gears system 
with control of the input/output ratio and rotation 
speed.

LASER CUTTING: THE ULTIMATE GUIDELASER CUTTING: THE ULTIMATE GUIDE
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A. HOW CAN I GET A VECTOR FILE?1. GUIDELINES

http://boxdesigner.connectionlab.org/
http://www.templatemaker.nl/
http://geargenerator.com/#200,200,100,6,1,0,0,4,1,8,2,4,27,-90,0,0,16,4,4,27,-60,1,1,12,1,12,20,-60,2,0,60,5,12,20,0,0,0,2,-563
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Check our format list! 

The vector-format file types used by Sculpteo are:
• SVG is the most commonly used. We recommend this format 

for our machines.
• PDF
• CDR (CorelDRAW)
• AI (Adobe Illustrator)
• EPS (Adobe Illustrator)
• DXF compatible with AutoCAD version 2011 or earlier
• DWG compatible with AutoCAD version 2011 or earlier

You can use the software of your choice as long as you export 
your file in a correct format. 

Sculpteo works usually with SVG. Most software 
can export directly into it. 

When this is not the case, you can use a 2D 
design software like Illustrator or Inskape, which 
generally can transform other file formats into 
SVG.

FROM DESIGN TO OBJECT

B. IS IT THE RIGHT FORMAT?1. GUIDELINES

LASER CUTTING: THE ULTIMATE GUIDELASER CUTTING: THE ULTIMATE GUIDE

https://www.sculpteo.com/en/


26LASER CUTTING: THE ULTIMATE GUIDELASER CUTTING: THE ULTIMATE GUIDE

FROM DESIGN TO OBJECT

C. HOW CAN I SEND IT TO SCULPTEO?1. GUIDELINES

From there, you can 
select a file from your 
computer or Drag and 
Drop a vector file.

No e-mails, just upload your vector file on our website!
When you are ready to upload your vector file, you can go to the Upload page. 

https://www.sculpteo.com/en/upload/
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Add tags

LASER CUTTING: THE ULTIMATE GUIDELASER CUTTING: THE ULTIMATE GUIDE

FROM DESIGN TO OBJECT

C. HOW CAN I SEND IT TO SCULPTEO?1. GUIDELINES

Add a description

Name your design

Select a category

Allow people to customise 
the model

Change the visibili-

Choose who can access 
your file with the link to be 
able to purchase the model 
or not. 

While you are waiting for the upload to complete, you can:
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FROM DESIGN TO OBJECT

C. HOW CAN I SEND IT TO SCULPTEO?1. GUIDELINES

Sculpteo’s offer is revolutionnizing la-
ser cutting with a rapid and easy access 
to this digital manufacturing service! As 
easy as 1, 2, 3.

1. You upload it: laser cutting has nev-
er been so reachable! Just go online, 
upload your vector file and follow our 
guidelines.

2. We laser cut it: depending on your 
project, its size, the material you 
picked, 3 to 9 days are required to 
manufacture it.

3. You receive it: unpack, assemble and 
be proud of your product!

Once uploaded, our algorithms will analyse and automatically repair your file if some design errors remain.

https://www.sculpteo.com/en/lasercutting/price-and-lead-time/
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FROM DESIGN TO OBJECTFROM DESIGN TO OBJECT

It is always a good practice to ensure that your model is 
the proper size before exporting in any file format. After 
uploading your file, our website could think that your model 
is in inches or millimetres when your model should actually 
be in centimeters! This is because some file formats do not 
contain unit information. 

Whichever measurement unit you need your model to be in, 
ensure that the proper measurement unit is attached to your 
model in the Laser Cut Settings. 

And don't forget to use our Verification Tool!

FROM DESIGN TO OBJECT

D. HOW CAN I FIND THE PRICE OF MY DESIGN?1. GUIDELINES

The price will be displayed on the right of your screen 
and it will be updated in real time automatically 
depending on modifications you bring to it.

Sculpteo’s tips: 
Pay attention 

to the size!

LASER CUTTING: THE ULTIMATE GUIDELASER CUTTING: THE ULTIMATE GUIDE

https://www.sculpteo.com/en/
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For the outline and the fill, you can 
choose different engraving types:

By default, our algorithm detects the colors you defined for your paths and suggests corresponding styles. If you haven’t defined colors for your file, 
you can do it once it is uploaded on our website. You can assign an outline and fill for each style. The style will be applied to all the vectorial paths 
and fills selected for the style.

LASER CUTTING: THE ULTIMATE GUIDELASER CUTTING: THE ULTIMATE GUIDE

FROM DESIGN TO OBJECT

2. SCULPTEO TOOLS AND HOW TO CONFIGURE YOUR VECTOR FILE1. GUIDELINES

Vector engraving: it is the same 
operation than laser cutting, with lower 
power. It can only be associated to an 
outline. One level of depth for vector 
engraving is available on our website.

Raster engraving: we offer two levels 
of depth : light and deep. The light 
raster engraving is barely perceptible to 
the touch, compared to the deep raster 
engraving. It can be associated to filled 
or >0.1mm outlines (we recommend 
0.3).

Sculpteo’s tools offer you to use different ‘styles’, depending 
on your wish to engrave or cut your vectorial paths and fills. 
Each style has a special color code. 

https://www.sculpteo.com/en/
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Automatically, the ‘Laser Cut Set-
tings’ space and the price in the right 
corner will update when choosing 
your material.

LASER CUTTING: THE ULTIMATE GUIDELASER CUTTING: THE ULTIMATE GUIDELASER CUTTING: THE ULTIMATE GUIDELASER CUTTING: THE ULTIMATE GUIDE

FROM DESIGN TO OBJECT

2. SCULPTEO TOOLS AND HOW TO CONFIGURE YOUR VECTOR FILE1. GUIDELINES

You can choose what 
material you want to 
use for laser cutting 
or engraving, as well 
as thickness.
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PART THREE: 
APPLICATIONS OF LASER CUTTING
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A. AERONAUTIC AND AEROSPACE

APPLICATIONS OF LASER CUTTING

B. PHOTOVOLTAIC PANELS C. FASHION D. ROBOTS, DRONES 
AND ELECTRONIC FABRICATIONS

LASER CUTTING: THE ULTIMATE GUIDE

• Improves the strength of the material but 
reduces its density.

• The processing is highly versatile: by tun-
ing laser parameters, multiple tasks can be 
achieved such as cutting, drilling, welding 
and cladding with a single machine. 

Aeronautic and laser-cutting technology have always been closely 
linked. Remember, Boeing was among the first companies to use laser 
cutting technology for its engines in the 1970’s!

Aviation and space travel place indeed the highest demands on mate-
rials and technology: modern engines need to achieve an ever higher 
performance while, at the same time, reducing fuel consumption. Utiliz-
ing materials with improved strength and reduced density is by far the 
most efficient way to achieve this goal, and laser material processing 
has been proved suitable for these ambitions.

In aeronautic and aerospace, the powers of the lasers are in the order 
of few hundreds of watts to few thousands of watts. They are employed 
for the cutting and fusion welding of alloy and superalloy sheets, tur-
bine engine deep hole drilling, repair of blades for gas turbines aircraft 
engines, on-the-fly drilling of de-icing panels and heat treatment of sur-
faces. Thanks to these techniques, the engines can operate efficiently at 
high temperatures. 

Aeronautic and aerospace now even use ultrafast lasers. There are two 
types of ultrafast lasers: picoseconds (1x10-12 second) and femtosec-
ond (1x10-12 second). Their extreme short pulse duration provides peak 
power reaching giga watts, enabling almost all kinds of materials to 
break down instantaneously under laser irradiation.
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APPLICATIONS OF LASER CUTTING

A. AERONAUTIC AND AEROSPACE B. PHOTOVOLTAIC PANELS C. FASHION D. ROBOTS, DRONES 
AND ELECTRONIC FABRICATIONS

• Creates extremely small and precise solar 
cells. 

• Inexpensive.
• Very few time consuming. 
• Easy to integrate in the production line. 
• Contactless, precise and process-safe.
• There is a very low risk of short-circuiting. 
• Much more reliable than any other tech-

niques on the market so far. 

The making of photovoltaic panels requires several thin layers of con-
ductive and photoactive materials. These layers are then structured, 
drilled and cabled together. 

Lasers are used for edge deletion on thin film solar cells. To protect 
thin film solar modules from corrosion and long-term short circuits, the 
layering system at the edge of the module is removed and laminated. 
In the 2000’s, the entire solar industry converted to lasers in order to 
remove this few millimeters fraction of semiconductor material from 
the edges of the silicon wafer, which would otherwise lead to undesired 
short-circuiting around the edges. 

During this process, the laser beam works at a speed of more than 700 
mm per second, with a very low risk of short-circuiting. It is much more 
reliable than any other techniques on the market so far, better than sand 
blasting for example.

A second operation successfully accomplished by lasers when building 
solar panels is drilling solar cells. The laser works contactless and can 
get into position very quickly, without producing any mechanical charge. 
Thousands of holes can be drilled in a second.
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APPLICATIONS OF LASER CUTTING

Laser cutting used to be reserved for haute couture designs, but the 
technology is now more readily available to manufacturers. It is now 
more common to see laser-cut silk and leather in ready-to-wear runway 
collections or at retailers such as Topshop or ASOS.

A. AERONAUTIC AND AEROSPACE B. PHOTOVOLTAIC PANELS C. FASHION D. ROBOTS, DRONES 
AND ELECTRONIC FABRICATIONS

• Accuracy.
• Clean cuts.
• Sealed fabric edges to prevent fraying.
• A unique machine can cut many different 

materials: silk, nylon, leather, neoprene, pol-
yester, cotton...

• Cuts are made without any pressure on the 
fabric, no part of the cutting process re-
quires anything else to touch the garment.

• No unintended marks left on the fabric, 
which is particularly beneficial for delicate 
fabrics like silk and lace.

In general, laser-cutting works best on synthetic fabrics; the plastics 
in these textiles melt during the process, resulting in a sealed, perfect 
edge that will not fray. Natural fabrics on the other hand, are slightly 
spoiled by the heat of the laser, holding the fibers in place. This gener-
ally results in a discoloration at the edge of the cut, even if adjustments 
can be made depending on the fabric and the strength of the laser to 
potentially eliminate any marks.

Laser works also really well on leather. For example, the French saddler 
and designer Hermès has acquired several lasers in its workshops, and 
uses them to cut pieces in leather skin. The craftsmen can now cut four 
to five bags in one skin thanks to this precise technology, without los-
ing as much of their precious and expensive material as they did when 
cutting with blades.
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APPLICATIONS OF LASER CUTTING

A. AERONAUTIC AND AEROSPACE B. PHOTOVOLTAIC PANELS C. FASHION D. ROBOTS, DRONES 
AND ELECTRONIC FABRICATIONS

• Beam deflection with scanning heads al-
lows any complex contours that can be re-
programmed to be cut in a short time. 

• As opposed to other cutting processes, the 
laser cannot wear out, which assures the 
continuous processing quality.

• Sealed and neat edges.

Laser offers an efficient cutting solution for almost every material in the 
electronic industry. 

For example, concerning MicroSD cards, laser cutting is three times 
more cost effective at comparable performance than water jet cutting. 
Same goes for laser-cutting of circuit boards. When making cellphones 
and smartphones, laser-cutting is a powerful tool in every aspects of the 
conception. Lasers cut plastic boxes, drill the holes of the keyboard, for 
the different plugs, engrave the brand… The laser is even used to melt a 
plastic patch to protect the screen.

Drones and robots often require the use of laser-cutting as well, for the 
electronic components as for the pieces of the device. Sculpteo’s team 
created its own drone combining laser-cutting and 3D printing, cutting 
and sculpting all the pieces through plastic and wood.

LASER CUTTING: THE ULTIMATE GUIDELASER CUTTING: THE ULTIMATE GUIDE

https://www.sculpteo.com/blog/2016/07/13/a-drone-that-combines-laser-cutting-and-3d-printing/
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CONCLUSION

LASER CUTTING: THE ULTIMATE GUIDELASER CUTTING: THE ULTIMATE GUIDE

Why do you need to use laser-cutting?

• A wide range of options:
Sculpteo currently offers more than 60 materials 
and thicknesses available. We’ll be expanding the 
range as the time goes on. These materials can be 
used for various projects: packaging, business cards, 
puzzles, furnitures… Sculpteo’s team imagined a drone 
combining acrylic and wood! What’s your idea?

• At a small cost:
Laser-cutting is an unexpensive digital manufacturing 
technique with good finishing results. You can take 
a look at our price range on Sculpteo’s website and 
upload your vector file to find the exact price of your 
project.

• Laser cutting made simple:
Our service is one of the quickest ones on the market! 
Just upload your file on our website and press “send”!

Remember, laser-cutting can be combined with other 
digital manufacturing techniques

• 3D printing: it is Sculpteo’s main field of expertise. 
Laser cutters and 3D printers work well together 
and have a very wide range of applications. While 
laser cutters are very versatile when it comes to 
2D geometries, 3D printers build up 3D geometries 
layer by layer to create intricate models, proto-
types, art, and more. Sculpteo’s team imagined a 
pyramid, combining 3D printing and laser cutting, 
what’s your idea? If you want to know more about 
3D printing, have a look at Sculpteo’s page.

• water-jet cutting: waterjets are high power and 
have a huge bed size, so they are great for cutting 
out large, thick pieces of metal and wood. 

• plasma cutting: another example of high power 
2D cutting machines. Plasma cutters use a plasma 
beam to cut metal by melting it away. 

• vinyl cutting: vinyl cutters have a pointed cutting 
tool used to cut through thin materials like paper, 

Contact Sculpteo and we will help you figure out how laser cutting can advance your project!

https://www.sculpteo.com/blog/2016/07/12/win-a-beautiful-laser-cut-pyramid/
https://www.sculpteo.com/en/lasercutting/introduction-laser-cutting/
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GLOSSARY
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Digital manufacturing is the use of an integrated, computer-based system 
comprised of simulation, three-dimensional (3D) visualization, analytics and 
various collaboration tools to create product and manufacturing process definitions 
simultaneously. 

A vector file,  or a vector graphics file, stores the lines, shapes and colors that 
make up an image as mathematical formulae. A vector graphics software uses 
mathematical formulae to construct the screen image since it determines where 
the dots that make up the image should be placed for the best results when 
displaying the image.

Charles Townes (1915-2015) is an American physicist and inventor. He is known 
for his work on the theory and application of the maser, on which he got the 
fundamental patent, and other work in quantum electronics connected with both 
maser and laser devices. He shared the Nobel Prize in Physics in 1964 with Nikolay 
Basov and Alexander Prokhorov.

Arthur Schawlow (1921-1999) is an American physicist. His research focused mainly 
on optics, in particular, lasers and their use in spectroscopy. He also investigated the 
areas of superconductivity and nuclear resonance. He shared the 1981 Nobel Prize 
in Physics with Nicolaas Bloembergen and Kai Siegbahn for their contributions to 
the development of laser spectroscopy.

Theodore Maiman (1927-2007) is an American engineer and physicist known for 
the invention of the first working laser. Following his invention of the laser, he 
created several companies specialized in the manufacturing of ruby lasers. He 
continued his research in laser developments and applications as an industrial 
consultant and a scientist and authored a number of patents on masers, lasers, 
laser displays, optical scanning, and modulation.

Albert Einstein (1879-1955) is a German physicist. He developed the general theory 
of relativity and his work is also known for its influence on the philosophy of science. 
Einstein is best known in popular culture for his mass–energy equivalence formula 
E = mc2 and received the 1921 Nobel Prize in Physics for his “services to theoretical 
physics”, in particular his discovery of the law of the photoelectric effect.  In 1917, 
Einstein published an article that proposed the possibility of stimulated emission, 
the physical process that makes possible the maser and the laser. This paper was 
enormously influential in the later development of quantum mechanics, because it 
was the first paper to show that the statistics of atomic transitions had simple laws.

Stimulated emission is the process by which an incoming photon of a specific 
frequency can interact with an excited atomic electron (or other excited molecular 
state), causing it to drop to a lower energy level. The liberated energy transfers 
to the electromagnetic field, creating a new photon with a phase, frequency, 
polarization, and direction of travel that are all identical to the photons of the 
incident wave. This is in contrast to spontaneous emission, which occurs at random 
intervals without regard to the ambient electromagnetic field.

MASER, or “microwave amplification by stimulated emission of radiation”, is a 
device that produces coherent electromagnetic waves through amplification by 
stimulated emission. The maser is based on the principle of stimulated emission 
proposed by Albert Einstein: when atoms have been induced into an excited 
energy state, they can amplify radiation at the proper frequency. By putting such 
an amplifying medium in a resonant cavity, feedback is created that can produce 
coherent radiation.

Gordon Gould (1920-2005) is an american physicist, known for the invention of 
laser. He is best known for his thirty-year fight with the United States Patent and 
Trademark Office to obtain patents for the laser and related technologies.
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A ruby laser is a solid-state laser that uses a ruby crystal. The active laser medium,  
a synthetic ruby rod, is energized through optical pumping. Ruby has very broad 
and powerful absorption bands in the visual spectrum, at 400 and 550 nm, and a 
very long fluorescence lifetime of 3 milliseconds. This allows for very high energy 
pumping. The first working laser was a ruby laser made by Theodore Maiman in 
1960. One of the first applications for the ruby laser was military rangefinding. 

Spectroscopy is the study of the absorption and emission of light and other radiation 
by matter. It measures light that is emitted, absorbed, or scattered by materials 
and can be used to study, identify and quantify those materials. The definition has 
been expanded to include the study of the interactions between particles such as 
electrons, protons and ions, as well as their interaction with other particles as a 
function of their collision energy.

Peter Houldcroft is a British engineer and inventor. He is known as the first person 
to perform a gas assisted laser cutting experiment in an industrial context. He 
was Deputy Scientific Director at TWI (The Welding Institute) in Cambridge in 
1965, when he visited the British Motor Company, where he was told some cutting 
trials had been undertaken using a plasma torch and an articulated arm robot. 
The problem was that the system was not accurate enough and produced burning. 
He was asked to imagine an alternative cutting process.That’s how he had the 
idea of combining an oxygen-jet with a focused laser beam began to form. Peter 
Houldcroft was the first winner of the Association of Industrial Laser Users (AILU)’s 
award  in 1997.

The laser cutting nozzle or the nozzle end is a part of the laser used to direct the 
beam on the workpiece. The nozzle drives clean, dry compressed air to the material 
that is being processed during the cutting procedure at a preset pressure. The 
cutting nozzle, which has different opening cross-sections, is easy to change and 
optimises the cutting results considerably. 

The kerf designates the portion of material burnt away by the laser when it cuts 
through. It usually ranges from 0.08mm – 1mm depending on the material type 
and other factors. Kerves above 0.45mm are only experienced when cutting thicker 
foams since any areas in your design where cut lines come closer than 0.5mm 
together could burn away entirely. Kerf is determined by material properties and 
thickness, but other factors also have an impact on it as well: the focal length of 
the lens, the pressure of compressed air. 

Neodymium doped crystal: Neodymium (chemical symbol: Nd) is a chemical 
element belonging to the group of rare earth metals. In laser technology, it is 
widely used in the form of the trivalent ion Nd3+ as the laser-active dopant of gain 
media based on various host materials, including crystals and glasses. The most 
common neodymium-doped gain media are:
• Nd:YAG = Nd:Y3Al5O12 or yttrium aluminum garnet, used for YAG lasers.
• Nd:YVO4  or yttrium vanadate
• Nd:YLF = Nd:YLiF4 or yttrium lithium fluoride 
• Nd:glass: various glasses, mostly silicates and phosphates

The wavelength of the laser in a vacuum is used to characterize the laser. It depends 
on the medium used to generate the laser beam. Depending on the wavelength 
of the laser, the color of the beam will also change. This visible light corresponds 
to a wavelength range of 400 - 700nm and a color range of violet through red. For 
example, ruby lasers produce a beam at a wavelength of 694.3nm and CO2 lasers 
produce a beam at wavelength between 9.4 and 10.6µm.

A seed laser is a laser combined with or injected into another laser. It can be used 
with an amplifier to form a master oscillator power amplifier used to increase the 
power of the laser. It  can also be sent into another, bigger, laser or into an optical 
parametric oscillator. This latter process is called injection seeding and it helps 
stabilize the output of the bigger laser.
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Abstract 

 
Companies, professionals and industry experts are using trade shows to share information and to build long-lasting 
business relationships. A trade show could have some disadvantages such as: higher price, difficulty to attend for potential 
partners due to distance, cost and time. An alternative could be the use of virtual reality exhibitions. In this paper, research 
results for developing a virtual reality exhibition platform are presented. The platform provides collaborative and 
advertisement tools enabling the possibility to interact and run complex activities remotely in a virtually immersive 
environment. The authors have developed some tools that extends the High Fidelity platform capabilities by designing, 
modelling and texturing the virtual environment, consisting in a futuristic city, a large exhibition pavilion and the 
exhibition booths using Maxon Cinema 4D and Substance Painter for modelling. 

 

Keywords: trade shows; virtual reality; exhibition platform; collaborative tools 

 

 

1. Introduction 

 

Virtual Reality (VR) is a technology that allows the user to interact with a computer simulated environment, via Head 

Mounted Display (HMD) or through CAVE stereoscopic projection systems. In this computer-generated simulation, the 

users have the opportunity to experience a world that is not physical and is not real, but can be close to real world, or can 

transcend reality into a futuristic and fantastic representation [1][2]. The paradigm of the Fourth Industrial Revolution, 

described by Industry 4.0's parent, Klaus Schwab, explains that this evolution eliminates physical, digital and biological 

limits in the new industrial era. The challenge behind this new industrial revolution is to integrate physical, cybernetic 

and Internet objects (IoT), Big Data and cloud computing, robotics, artificial intelligence and additive manufacturing 

systems into the Industry 4.0 paradigm. Schwab requires for responsible leaders and citizens to “together shape a future 

that works for all by putting people first, empowering them and constantly reminding ourselves that all of these new 

technologies are first and foremost tools made by people for people.” In this environment, not only the employee profile 

implies a "hard" melting with "soft" skills: competences acquired during the professional training and a constellation of 

skills and personal qualities but some virtual environments include additional sensory information, such as audio, haptic 

systems and smell [3]. 

- 0232 -



29TH DAAAM INTERNATIONAL SYMPOSIUM ON INTELLIGENT MANUFACTURING AND AUTOMATION 

 

 
 

Users interact with the virtual environment through standard input devices such as mouse, keyboard, multimodal devices 

(wired glove, extension arm - arm boom, omnidirectional treadmill, Leap Motion Controller or Nimble VR). By including 

concepts and elements of real life in the virtual world, live streamed images for example, we can talk about augmented 

reality [4]. Our research focused on expanding the capabilities of a virtual reality platform in order to create an immersive 

and collaborative environment suitable for simulating trade shows and exhibitions. 

Trade shows are used by companies, professionals and industry experts to share information and to build long-lasting 

business relationships. Even if the exhibitions have many advantages for companies and professionals, a few 

disadvantages could also be identified, such as: higher price, difficulty to attend for many potential partners caused by 

distance, cost and time. A virtual reality exhibition will overcome this disadvantage, being accessed remotely, around the 

world, prices of a virtual exhibition stand is minimal and the tools available for promoting products and services could be 

extended. Such an exhibition could be also permanent, not just for few days as in the case of the real exhibition. 

Considering this, a virtual exhibition platform that could accommodate big events in a cheaper, interactive and spectacular 

way was developed by our team. 

 

2. The virtual reality exhibition platform 

 

To develop such a complex platform, we needed first to select a proper engine to start with. After a study of the options 

currently available on the market, we have selected the High-Fidelity engine, an open-source engine that enables the 

expansion and development by exposing the engine core by JavaScript and QML (https://highfidelity.com) [5]. This 

engine allows the importing of 3D models in FBX and OBJ format and fully support PBR materials and procedural 

textures. The engine allows also importing of rigged 3D characters as avatars and have a good physics engine for complex 

simulations and interaction [6][7]. 

To sustain an exhibition event, our team have developed some tools that extends the High Fidelity platform 

capabilities. We have started by designing, modeling and texturing the virtual environment, consisting in a futuristic city, 

a large exhibition pavilion and the exhibition booths. This 3D models were modelled in Maxon Cinema 4D and textured 

using Substance Painter. Having all this in place we have created the automations for door opening, for escalator and for 

sitting chairs (figure 1). We have developed also the software for integrations, based on JavaScript and QML. For some 

tools we have a MySQL database driven by a PHP server application. Some tools are designed on Node.js and Socket.io 

and allows Realtime interactions. 

 

 
 

Fig. 1. Virtual city and the exhibition pavilion 

 

In the next section, the main tools developed by our team on the virtual platform are presented: 

 

1. Live audio communication. A high-fidelity audio interface with a surround mixer is part of the platform. This allows 

for a realistic communication between users.  

 

2. Customizable 3D avatars with VR tracking system and default gesture desktop interface (figure 2). A realistic 

simulation system for avatar movement and 3D tracking of user movement is integrated in the platform, using HTC Vive 

and Oculus Rift trackers or Leap-Motion controller. For improving the transmitting of nonverbal communication and 

body language cues. An advanced gesture interface is available, in case of desktop mode use and for those who don’t 

have tracker- contact list. Users can exchange contacts by a handshake between avatars. 
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3. Interactive teleportation system. With the help of a portal system, the user can teleport inside a domain and from 

one domain to another.   

 

4. Chat text – application based on JavaScript and Node.js that allows text-based communication between users. 

Emoticons, image and video sharing and portal dropper can be used (the coordinates of a place can be generated and this 

generated link can be clicked). 

 

 
 

Fig. 2. Customizable 3D avatars 

 

5. Visitors’ inventory system. The visitors can collect brochure and business cards, catalogues, contacts etc. by 

clicking on the icons presented in the exhibition stands.  Inside the VR platform users can access the inventory whenever 

they want. They can also use an external web application, based on user name authentication (figure 3) 

 

 
 

Fig. 3. Inventory system for catalogues, brochure and business cards 

 

6. Mobile and Standalone video conferencing – JavaScript, WebRTC multiuser application allowing audio-video 

communication for the users inside VR or between VR and real world. Screen sharing and video sharing from YouTube 

and Vimeo and text chat can be used. 

 

7. Web sites and web applications integrated into VR using a 3D Web entity, content from web and web applications 

can be included and accessed in VR. 

  

8. Snapshots. Using this app the users can create photos in the virtual environment and can share them in their network 

of friends on Facebook or Twitter. The snapshots can be printed also in VR as 3D framed photo. 
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9. A virtual video camera can be used in the VR environment and the user can export videos and 360 panoramas.  

 

10. Multimedia presentation system, including slides, video, polls, live webcam streaming. Via a Node.js WebRTC 

application users can upload slides and videos to be presented in sync to other users (figure 4). 

 

 
 

Fig. 4. Multimedia presentation system 

 

11. Screen share –live PC screens in VR can be displayed. 

 

12. Simultaneous audio language translation system. A WebRTC JavaScript application using Google API for 

translation, allowing real time instant translation from / to 200 different languages (figure 5). 

  

 
 

Fig. 5. Aula with multimedia and automatic translation system 

 

13. WebRTC live streaming allowing live broadcasts in the VR environment, from VR to Web and from outside to 

VR. 

14. Augmented reality system – through the scanning of augmented objects like posters, catalogues or business cards, 

3D objects or video files with the VR phone (figure 6). 

Developing such a platform from scratch was a challenge, albeit a chance to test our competencies and results on a 

complex prototype. After the system modelling, the simulation of various scenarious confirm the system performances in 

presenting various industry 4.0 applications according with the evolution of products into intelligent, connected devices— 

which are increasingly embedded in broader systems [8]. 
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Fig. 6. Augmented Virtual Reality 

 

3. Conclusion 

 

All smart, connected products, from home appliances to industrial equipment, share three core elements: physical 

components (such as mechanical and electrical parts); smart components (sensors, microprocessors, data storage, controls, 

software, an embedded operating system, and a digital user interface); and connectivity components (ports, antennae, 

protocols, and networks that enable communication between the product and the product cloud, which runs on remote 

servers and contains the product’s external operating system). Smart, connected products require a whole new supporting 

technology infrastructure [9]. In this context using the JavaScript and qml API of the High Fidelity platform we have 

succeeded to extend his capabilities in order to create a truly social collaborative and immersive VR environment suitable 

for large exhibition events. The platform can be accessed by installing the HighFidelity engine interface from: 

https://highfidelity.com/download/thanks#client. After the installation one can access the platform, pushing the GOTO 

button and typing the domain name called “medacademy”. Current needs and practice in industrial engineering 

determined us to adapt the general VR environment and to develop specific algorithms for for manufacturing architectures 

presentations using digital twining. As can be noticed, our approach is not restrictive to specific industrial projects and in 

future research can be developed according with the advances in digital fabrication and the development of new 

manufacturing processes/technologies, thus responding to the current trend of industry 4.0. 
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Virtual Exhibits Viewing Guide 
 
Use this guide for a few ideas about how to explore the virtual exhibits featured on Vermont Art 
Online. If you are interested in finding educational and interpretive materials made specifically for an 
institution featured on this site, please follow the links to the institution’s website and reach out to 
their education team.  
 
 
Slow Looking 
Take a break from multitasking, and take your time with individual objects in the virtual exhibits.  

• Put away phones and other devices you are not using to view the exhibit 

• Pick just one museum or gallery  

• Enter a room, and select one object to spend some time with. You can position 
yourself in front of the object, or click an icon to view a close-up of the object. 

• Spend at least 1 minute just looking. Try not to speak, make judgements, or draw 
conclusions about the object. Simply observe the visual details of the image.  

• See, Wonder, Connect: Practice the following Thinking Routine developed at 
Harvard Graduate School of Education’s Project Zero. You can do this on your 
own, or as a discussion with a group: 

o What do you see? 

 Describe in detail what you see. If you are discussing with your 
family, or virtually with a group, take turns saying what you notice. 
This can be simple, such as a color or a shape.  

o What do you think about that? 
 Why do you think the object is this way? How do the visual clues 

create meaning? 
o What does it make you wonder?  

 What questions are you left with? What more do you want to know 
about this object? 

https://pz.harvard.edu/sites/default/files/See%20Think%20Wonder.pdf  

• Try not to read the informational text for the object (if there is one) until after you 
have done this exercise. 

• Spend at least 5-10 minutes with just one object. Then move on to another object in 
the museum.  

“Slow Looking” is a practice coined by Shari Tishman. Learn more here: 
https://pz.harvard.edu/resources/slow-looking-the-art-and-practice-of-learning-through-
observation   
 
 
 
 
 

https://pz.harvard.edu/sites/default/files/See%20Think%20Wonder.pdf
https://pz.harvard.edu/resources/slow-looking-the-art-and-practice-of-learning-through-observation
https://pz.harvard.edu/resources/slow-looking-the-art-and-practice-of-learning-through-observation


 
Scavenger Hunt 
Have fun exploring as many of the virtual exhibits on the site as you can. Make connections between 
the collections, and learn along the way!  

• If you are coordinating a family, group of students, or group of friends on a virtual 
scavenger hunt, you can spend a little time clicking through the virtual exhibits, 
selecting specific objects. Put the names of those objects on a list for your group to 
find. Make it extra fun by giving clues about which museum or gallery the objects are 
located in. 

• Or, you can simply pick one type of object to search for in several exhibits. Some 
suggestions are: 

o Portraits 

 Look for portraits of people. Collect the stories you learn about 
them, and share the stories with your friends, family, or teacher. 

 Do you notice any similarities between the portraits you find?  

 What are these portraits communicating about the people in them? 
How? 

o Sculptures 

 Look for sculptures in museums, galleries, and sculpture parks.  

 Observe the materials that the sculptures are made with. What types 
of materials are used to make particular shapes or depict particular 
subjects?  

 What do you think is the difference between seeing these sculptures 
in 2D versus 3D?  

o Animals 

 Look for animals depicted in paintings, sculptures, photographs, or 
even real animals in the galleries!  

 How many different animals can you find?  

 What is the biggest animal you can find? The smallest?  
 
 
Deep Dive 
Spend some time with one museum or gallery, learning by observing and reading. Share your 
research and observations with a friend!  

• Pick one museum or gallery  

• Look at every object in the room. What themes do you see?  

• The curator is the person who decides what goes in an exhibition, and how it is 
arranged. What choices do you notice the curator made? Why? 

• Click on each of the icons you see in the room. Take a moment to look at the object 
detail, and read the accompanying text. Make notes of information you find 
interesting. 

• As you look and read, what connections do you notice between the different objects 
in the room? Differences?  

 
 
 



 
Art Making 
As you explore the virtual exhibits, make art as a way to look closely, interpret, and learn.  

• Go on a sketching tour of the galleries 
o Get out paper and pencil (or pen or crayon!)  
o Go into a gallery and pick an object to spend a little time with 
o Observe the object closely by sketching what you see  

• Get inspired! 
o Find an object that interests you (art or not!) 
o What feelings does this object evoke? 
o What questions does it ask? 
o What are its visual features (colors, shapes, balance, composition)? 
o Create a work of art inspired by what you observe when asking these 

questions. Get creative with your materials! What do you have at home? 

• 3D artmaking 
o Find a sculpture or 3D object in a virtual exhibit 
o Think about what this object would be shaped like if you could walk around 

it in real space 
o Make the sculpture with materials you have at home. Some ideas: 

 Play Dough/ Model Magic 

 Paper folding 

 Pipe cleaners 

 Paper mache  

• Share photos of the art you make with your friends, or with the staff at the museum 
you visited!  

 
 
Virtual Reality  
Step into the virtual galleries for a more immersive experience 

• The galleries that feature 360 images can be experienced in virtual reality 

• You can get a Google Cardboard VR viewer for your smartphone here: 
https://arvr.google.com/cardboard/ 

• Open Vermont Art Online on your smartphone  

• In the lower right corner of the virtual gallery in the “thinglink” tab, select the VR 
viewer icon to enter the VR experience 

 
 

https://arvr.google.com/cardboard/
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Abstract 

With	the	recent	release	of	head-mounted	displays	for	consumers,	virtual	reality	experiences	are	
more	accessible	than	ever.	However,	there	is	still	a	shortage	of	research	concerning	how	to	design	
user	interfaces	in	virtual	reality	for	good	experiences.	This	thesis	focuses	on	what	aspects	should	be	
considered	when	designing	a	graphical	user	interface	in	virtual	reality	-	controlled	by	head	
orientation	input	-	for	a	qualitative	user	experience.	The	research	has	included	a	heuristic	evaluation,	
interviews,	usability	tests,	and	a	survey.	A	virtual	reality	prototype	of	a	video	on	demand	service	was	
investigated	and	served	as	the	application	for	the	research.	Findings	from	the	analysis	of	the	data	
were	application	specific	pragmatic	and	hedonic	goals	of	the	users,	relevant	to	the	subjective	user	
experience,	and	current	user	experience	problems	with	the	prototype	tested.	In	combination	with	
previous	recommendations,	the	result	led	to	the	development	of	seven	guidelines.	However,	these	
guidelines	are	considered	only	to	serve	as	a	foundation	for	future	research	since	they	need	to	be	
validated.	New	head-mounted	displays	and	virtual	reality	applications	are	released	every	day	and	
with	the	increasing	number	of	users,	there	will	be	a	continuous	need	for	more	research.	
	
Keywords:	Virtual	reality	graphical	user	interface,	Head	orientation	input,	Head-mounted	display,	
User	experience,	Video	on	demand	service	
	



Popular scientific abstract 

As	a	result	of	the	recent	release	of	head-mounted	displays	and	virtual	reality	sets,	such	as	Oculus	Rift,	
Samsung	Gear	VR,	and	Google	Cardboard,	virtual	reality	has	turned	in	to	a	big	technology	trend.	
Since	the	virtual	reality	experiences	just	recently	have	begun	to	become	available	for	consumers,	
there	is	still	a	lack	of	research	concerning	the	users	experience	of	them.	How	should	user	interfaces	
be	designed	for	virtual	reality	to	be	easy	and	fun	to	use	and	how	should	the	user	interface	be	
controlled	in	the	best	possible	way?	This	thesis	focuses	on	the	only	available	control	method	that	is	
possible	to	use	with	all	different	head-mounted	displays	and	virtual	reality	sets.	The	way	the	user	
with	a	head-mounted	display	turn	his	or	her	head	in	different	directions,	allow	the	user	to	see	more	
of	the	virtual	world,	and	this	could	also	be	used	to	project	a	gaze	cursor	in	the	centre	of	the	user’s	
field	of	view.	If	the	user	then	stays	with	the	gaze	cursor	over	a	certain	object	in	the	user	interface	for	
a	predetermined	period	of	time,	a	selection	can	be	made.	This	thesis	focuses	on	answering	the	
question	of	what	aspects	should	be	considered	when	designing	a	user	interface	in	virtual	reality,	
controlled	in	this	way,	for	qualitative	user	experiences.	A	prototype	application	of	a	video	on	demand	
service	in	virtual	reality	was	used	for	part	of	the	research	and	tested	by	users.	Additionally,	users	
were	interviewed	and	asked	in	a	survey	about	their	goals,	knowledge,	preferences,	and	expectations.	
The	result	of	the	research	showed	the	goals	of	why	users	wanted	to	use	a	video	on	demand	service	in	
virtual	reality	with	a	head-mounted	display	and	what	they	wanted	to	be	able	to	do	in	such	an	
application.	It	also	showed	current	user	experience	problems	with	the	application	that	was	tested.	
Based	on	these	results,	together	with	previous	recommendations	found	in	literature,	new	guidelines	
were	developed.	However,	these	need	to	be	tested	and	further	confirmed	before	they	can	be	used.	
With	the	release	of	new	head-mounted	displays	and	virtual	reality	applications	every	day,	there	will	
be	a	growing	number	of	user,	and	this	will	lead	to	an	increasing	need	for	research	about	how	to	
improve	the	experiences	as	well.	
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1 Introduction 

Virtual	reality	(VR)	was	predicted	to	become	the	big	technology	trend	of	2016	(Cellan-Jones,	2016).	
After	almost	50	years	in	development	where	the	technology	has	struggled	to	make	the	breakthrough	
(Williams,	2015),	Perry	(2016)	claims	that	‘The	door	to	mass-market	virtual	reality	is	about	to	burst	
open.’	During	the	year,	a	variety	of	head-mounted	displays	(HMDs)	for	VR	experiences	–	including	
Oculus	Rift,	Sony’s	PlayStation	VR,	and	the	HTC	Vive	–	will	be	released	(Perry,	2016;	Cellan-Jones,	
2016).	
	
Considering	most	HMDs	has	barely	been	launched,	the	published	research	addressing	general	
usability	and	how	these	HMDs	affect	users	is	limited	(Serge	&	Moss,	2015).	User-centred	research	is,	
therefore,	needed.	Furthermore,	O’Connell	(2012)	claim	that	designing	VR	for	a	good	user	experience	
(UX)	requires	new	ways	of	thinking	about	usability	principles.	
	
When	more	commercial	HMDs	enter	the	market,	the	numbers	of	VR	applications	are	expected	to	
increase	(Dorabjee,	Bown,	Sarkar	&	Tomitsch,	2015).	One	main	factor	for	whether	an	application	will	
succeed	or	not	is	the	user	interface	(UI)	(Molina,	González,	Lozano,	Montero	&	López-Jaquero,	2003).	
While	decades	of	research	have	laid	the	foundation	for	the	technology	of	HMDs,	there	has	been	a	
lack	of	focus	on	the	UIs	(Dorabjee	et	al.,	2015).	Bowman	(2013)	claims	that	the	principles	of	good	
three-dimensional	(3D)	UI	design	are	more	important	than	ever	to	understand.	Compared	to	
guidelines	for	graphical	user	interfaces	(GUI),	the	design	principles	for	3D	UI	design	are	not	nearly	as	
well	developed.	
	
The	development	of	VR	GUI	(VRGUI)	presents	unique	challenges	(Oculus	VR,	2015a).	One	design	
principle	for	3D	interaction	is	to	understand	the	interaction	techniques	available	(Bowman,	2013).	
There	is	a	new	world	of	interaction,	and	the	rules	and	guidelines	are	changing	(Norman,	2010).	
System	control	for	3D	UIs	is	in	its	infancy	as	a	research	topic,	and	there	is	a	lack	of	empirical	evidence	
for	the	usability	of	various	system	control	techniques	(Bowman,	Kruijff,	LaViola	&	Poupyrev,	2004).	
Don	Norman,	one	of	the	most	influential	voices	within	the	user	experience	industry,	recently	said	‘As	
we	start	moving	into	virtual	reality	(…)	it	is	not	at	all	obvious	how	you	control	things’	(Axbom	&	
Royal-Lawson,	2016).	No	traditional	input	method	is	ideal	for	VR	(Oculus	VR,	2015b).	Innovation	and	
research	are	needed.		
	
In	VR,	fundamental	forms	of	interaction	are	movement,	selection,	manipulation,	and	scaling	(Mine,	
1995).	One	of	the	main	techniques	used	in	VR	is	direct	user	interaction,	which	can	be	defined	as	the	
use	of	gestures	and	movements	of	head	and	hands	to	specify	interaction	parameters.	However,	the	
most	intuitive	way	to	interact	with	a	VRGUI	according	to	Oculus	VR	(2015a)	is	through	gaze	tracking.	
Eye	gaze	direction	can	be	approximated	using	the	orientation	of	a	user’s	head	(Mine,	1995).	If	a	
cursor	is	placed	in	the	centre	of	the	direction	the	user	is	currently	facing,	it	can	provide	the	user	with	
the	experience	of	controlling	the	system	with	his	or	her	gaze	direction	(Oculus	VR,	2015b).	To	the	
best	of	the	author’s	knowledge,	this	is	the	only	interaction	and	input	method	that	is	currently	
compatible	with	all	HMDs	and	VR	sets	used	with	smartphones	without	the	need	for	any	external	
input	device.		
	
One	of	the	most	widely	researched	fields,	within	the	field	of	human-computer	interaction,	has	been	
the	use	of	eye	gaze	as	an	input	modality	to	control	systems	(Bazrafkan,	Kar	&	Costache,	2015).	Even	
though	researchers	have	put	much	effort	in	the	field,	the	usability	of	eye	gaze	as	an	input	modality	
remains	marginal	(Bazrafkan	et	al.,	2015).	Equally	important	is,	that	to	the	best	of	the	author’s	
knowledge,	the	use	of	eye	gaze	direction	approximated	by	head	orientation	as	an	input	modality	has	
barely	been	researched.	Furthermore,	there	is	a	lack	of	a	commonly	used	term	for	the	interaction	
method	and	therefore,	the	suggested	term	‘head	gaze’	is	used	throughout	this	thesis.	
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With	the	introduction	of	Oculus	Rift,	the	gaming	industry	became	interested	in	VR	(Dorabjee	et	al.,	
2015).	However,	today	VR	is	becoming	integrated	across	many	different	domains,	such	as	medical,	
training	simulations,	and	education.	Mark	Zuckerberg	recently	shared	his	vision	for	the	future	by	
saying	‘When	you	think	about	virtual	reality,	a	lot	of	people	first	think	about	gaming.	But	I	actually	
think	video	is	going	to	be	more	engaging	in	a	lot	of	ways’	(Zuckerberg,	2015).		
	
Yu,	Zheng,	Zhao	and	Zheng	(2006)	state	that	the	next	major	step	in	the	evolution	of	media	content	
delivery	is	streaming	video	on	demand	(VoD)	over	the	Internet.	VoD	services	allow	users	to	take	part	
of	any	video	content	at	any	time	and	place	(Mustillo,	Belanger,	Fayad	&	Menzies,	1997).	However,	
from	the	user	perspective,	using	a	VoD	service,	is	not	about	accessing	many	different	movies,	it	is	
about	having	a	quiet	evening	with	a	spouse	or	indulging	in	a	TV	show	(Goodman,	Kuniavsky	&	Moed	
2012).	It	is	all	about	the	experience.		
	
Accedo	is	a	company	that	develops	TV	application	solutions	with	the	mission	to	deliver	attractive	and	
successful	experiences	across	a	variety	of	connected	video	devices	(Accedo,	n.d.).	They	served	as	a	
research	partner	during	the	thesis	and	their	developed	VoD	service	prototype	for	VR	-	controlled	by	
head	orientation	input	-	was	tested	in	one	part	of	the	research.	
	
The	aim	of	this	thesis	is	to	contribute	to	the	understanding	of	what	aspects	should	be	considered	
when	designing	VRGUIs	-	controlled	by	head	orientation	input	-	for	qualitative	UX.	One	contribution	
from	the	research	is	the	definition	of	the	users’	pragmatic	and	hedonic	goals	when	using	a	VoD	
service	in	VR.	Furthermore,	the	users’	expectations,	needs,	behaviours,	preferences	and	predicted	
context	of	use	were	clarified.	In	addition,	current	UX	problems	of	the	prototype	were	discovered	and	
analysed.	However,	the	main	contribution	is	seven	unique	developed	UX	guidelines.	They	are	based	
on	the	research	result	and	analysis	in	combination	with	recommendations	discovered	in	the	
background	literature	review.	Nevertheless,	these	are	considered	as	a	research	foundation	since	they	
are	not	validated,	and	more	research	is	required	to	confirm	the	relevance	of	them.		
	
While	this	chapter	serves	as	an	introduction	to	the	thesis,	Chapter	2	defines	and	discusses	the	
different	core	concepts	of	VR,	VRGUIs,	HMDs,	head	orientation	input	and	head	gaze,	UX,	and	VoD	
services.	Furthermore,	it	presents	existing	design	principles	related	to	the	research	and	the	research	
aim,	an	objective,	expected	contributions,	and	limitations.	Chapter	3	describes	the	research	design	
and	the	four	methods	that	were	used	including	a	heuristic	evaluation,	interviews,	usability	tests,	and	
a	survey.	The	procedure	of	the	used	methods	is	presented	in	Chapter	4	together	with	a	description	of	
Accedo’s	VoD	service	prototype	for	VR,	which	was	used	for	the	heuristic	evaluation	and	the	usability	
tests.	Chapter	5	present	the	result	and	analysis	of	the	research	methods	separately	and	
comprehensively.	The	developed	guidelines	are	presented	and	described	in	Chapter	6.	Finally,	
Chapter	7	covers	conclusions,	contributions,	a	methodological	discussion,	and	future	research.	
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2 Background 

This	chapter	aims	to	define	and	inform	about	the	core	concepts	in	the	thesis	and	present	previous	
related	research.	As	a	result	of	the	recent	commercialization	of	head-mounted	displays	and	virtual	
reality	for	consumers,	a	number	of	the	sources	used	in	the	literature	review	are	based	on	websites,	
blogs,	and	video	content.	There	is	a	shortage	of	published	and	peer-reviewed	research	within	the	
field.	
	
The	first	section	of	the	background	chapter	defines	virtual	reality	and	describes	synonyms	and	
related	concepts.	Section	2.2	define	virtual	reality	graphical	user	interfaces	and	explain	important	
factors	and	concepts	related	to	it.	The	third	Section	presents	the	head-mounted	display	and	its	
characteristics	and	disadvantages.	Section	2.4	focuses	on	head	orientation	input	and	the	suggested	
term	head	gaze	for	the	interaction	method.	Thereafter,	the	term	user	experience	is	explained	and	in	
Section	2.5.	Section	2.6	covers	and	describes	video	on	demand	services.	In	Section	2.7,	existing	
design	guidelines	for	3D	interaction	and	virtual	reality	graphical	user	interfaces	are	described.	The	
final	section,	Section	8,	defines	the	research	question,	aim,	objective,	expected	contributions,	and	
limitations.		
	

2.1 Virtual reality and related concepts 

Many	different	definitions	of	virtual	reality	(VR)	have	been	used	over	time.	In	1993,	Adam	(1993)	
defined	VR	as	‘a	combination	of	various	interface	technologies	that	enables	a	user	to	intuitively	
interact	with	an	immersive	and	dynamic	computer-generated	environment’.	A	couple	of	years	later,	
the	definition	was	simplified	and	described	VR	as	an	interactive,	three-dimensional	computer-
synthesized	environment	(Pratt,	Zyda	&	Keller,	1995;	Barfield	&	Furness,	1995).	Brooks	(1999)	
decided	to	focus	on	the	immersion	in	the	definition	that	claimed	VR	experiences	to	be	any	in	which	
the	user	is	effectively	immersed	in	a	responsive	virtual	world.	Years	later,	VR	was	seen	as	a	medium	
in	Sherman	and	Craig’s	(2003)	definition.	They	stated	that	VR	is	‘a	medium	composed	of	interactive	
computer	simulations	that	sense	the	participant’s	position	and	actions	and	replace	or	augment	the	
feedback	to	one	or	more	senses,	giving	the	feeling	of	being	mentally	immersed	or	present	in	the	
simulation	(a	virtual	world).’	At	the	same	time	Bowman,	Kruijiff,	LaViola,	and	Poupyrev	(2004)	
emphasized	on	how	the	VR	is	seen	and	controlled	in	their	definition	that	VR	is	something	seen	from	a	
first-person	point	of	view	that	is	also	controlled	by	the	user	in	real	time.		
	
In	Sherman	and	Craig’s	(2003)	definition	of	a	VR	experience,	they	describe	four	key	elements.	These	
are	a	virtual	world,	sensory	feedback	as	a	response	to	the	users’	input,	interactivity,	and	immersion.	
A	virtual	world	is	the	content	of	a	given	medium	but	can	also	be	used	as	a	synonym	for	VR.	Essential	
to	VR	is	the	sensory	feedback,	which	means	that	the	system	gives	the	users	feedback	based	on	their	
physical	position.	For	the	VR	to	seem	authentic,	it	should	be	interactive	and	respond	to	the	users	
actions.	The	last	key	element	is	physical	immersion.	Physical	immersion	is	defined	as	the	feeling	of	
‘bodily	entering	into	a	medium…’	(Sherman	&	Craig,	2003).	This	while	immersion	can	be	described	as	
the	feeling	of	being	deeply	engaged	(Coomans	&	Timmermans,	1997).	The	concept	of	‘being	
immersed’	is	often	described	by	media,	and	generally	refers	to	a	feeling	of	being	involved	in	an	
experience	(Sherman	&	Craig,	2003).	The	VR	community	is	also	using	the	term	presence	to	present	
the	same	concept.	Users’	sense	of	copresence	and	understanding	of	the	environment	are	affected	by	
the	level	of	immersion	they	are	experiencing	(Bowman,	Coquillart,	Froehlich,	Hirose,	Kitamura,	
Kiyokawa	&	Stuerzlinger,	2008).		
	
VR	has	many	synonyms	and	also	relate	to	several	other	concepts.	The	term	virtual	reality	was	
originally	coined	by	Jaron	Lanier	(Lanier	&	Biocca,	1992;	Machover	&	Tice,	1994;	Krueger,	1991;	
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Biocca	&	Lewy,	1995).	Before	the	expression	became	popular,	earlier	experimenters,	such	as	the	VR	
pioneer	Myron	Krueger,	used	the	term	artificial	reality	(Machover	&	Tice,	1994;	Biocca	&	Levy,	1995;	
Wexelblat,	1995).	Krueger	(1991)	defined	artificial	reality	as	a	reality	that	‘…perceives	a	participant’s	
action	in	terms	of	the	body’s	relationship	to	a	graphic	world	and	generates	responses	that	maintain	
the	illusion	that	his	or	her	actions	are	taking	place	within	that	world’.	Nowadays	artificial	reality	
coincides	with	what	is	generally	referred	to	as	VR	(Sherman	&	Craig,	2003).	Historical	definitions	
often	described	VR	in	the	terms	of	technological	hardware	but	Steuer	(1992)	discussed	a	need	for	a	
new	definition	based	on	the	concepts	of	presence	and	telepresence	to	move	past	that.	As	previously	
described,	presence	can	be	used	synonymously	with	immersion	and	telepresence	can	be	defined	as	
‘the	ability	to	directly	interact	(…)	with	a	physical	real,	remote	environment	from	the	first-person	
point	of	view…’	(Sherman	&	Craig,	2003).	Telepresence	is	also	a	term	that	can	be	synonymously	used	
with	VR	(Ashline	&	Lai,	1995).	
	
Another	commonly	used	term	is	virtual	environments	(VE)	(Sherman	&	Craig,	2003).	Barfield	and	
Furness	(1995)	define	VE	as	‘…the	representation	of	a	computer	model	or	database	which	can	be	
interactively	experienced	and	manipulated	by	the	virtual	environment	participant(s)’.	According	to	
Sherman	and	Craig	(2003)	there	are	two	definitions	of	VE,	one	describing	it	as	a	virtual	world	and	the	
other	describing	it	as	‘…an	instance	of	a	virtual	world	presented	in	an	interactive	medium	such	as	
virtual	reality’.	VE	is	also	often	used	synonymously	with	VR	(Bowman	et	al.,	2004;	Earnshaw,	Gigante	
&	Jones,	1993;	Sherman	&	Craig,	2003).	Some	researchers	prefer	to	use	the	term	VE	over	VR,	since	
the	hype	over	VR	have	led	to	unrealistic	expectations	being	associated	to	it	(Bowman	et	al.,	2004;	
Earnshaw	et	al.,	1993).		
	
Cyberspace	is	another	synonymously	used	term	for	VR	(Ashline	&	Lai,	1995).	William	Gibson	coined	
the	term	in	his	science	fiction	novel	Neuromancer	that	was	published	1984	(Machover	&	Tice,	1994).	
If	the	term	is	not	used	synonymously	with	VR,	cyberspace	can	be	defined	as	‘a	location	that	exists	
only	in	the	minds	of	the	participants,	often	as	a	result	of	technology	that	enables	geographically	
distant	people	to	interactively	communicate’	(Sherman	&	Craig,	2003).		
	
Related	to	VR	is	augmented	reality	(AR).	AR	enhances	the	real	world	by	computer-generated	overlays	
(Adam,	1993;	Sherman	and	Craig,	2003).	Zhou,	Dun,	and	Billinghurst	(2008)	define	AR	as	a	
technology,	which	allows	computer-generated	virtual	imagery	to	exactly	overlay	physical	objects	in	

Figure	1.	An	overview	of	the	key	concepts,	synonyms,	and	related	terms	to	virtual	

reality	described	throughout	Section	2.1.	
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real	time.	While	some	definitions	are	dependent	on	certain	technology,	Azuma	(1997)	state	that	AR	
is	any	system	that	combines	real	and	virtual,	is	interactive	in	real	time	and	is	registered	in	three	
dimensions.	Similarly	to	AR	is	mixed	reality	(Bowman	et	al.,	2004).	It	can	be	defined	as	a	continuum	
including	both	VR	and	AR.		
	
To	conclude,	various	definitions	of	VR	often	have	several	similarities	but	focus	on	different	
components.	Adam	(1993)	describes	VR	in	words	of	technology,	and	Brooks	(1999)	focus	on	the	
immersive	feeling	while	Sherman	and	Craig	(2003)	defines	VR	as	a	medium.	The	definition	used	for	
this	thesis	is	that	VR	is	an	interactive,	three-dimensional	computer-synthesized	environment	(Pratt	et	
al.,	1995;	Barfield	&	Furness,	1995)	seen	from	the	first-person	point	of	view	and	controlled	in	real	
time	by	the	user	(Bowman	et	al.,	2004).	Furthermore,	it	is	extended	to	include	Sherman	and	Craig’s	
(2003)	four	key	elements.	Figure	1	provides	an	overview	of	the	key	concepts,	synonyms,	and	related	
concepts	to	VR	described	throughout	the	section.		
	
Next	section	will	define	and	focus	on	graphical	user	interfaces	in	VR.	It	will	present	different	content	
display	techniques,	challenges,	and	solutions.	
	

2.2 Virtual reality graphical user interface 

The	user	interface	(UI)	is	the	part	of	a	computer	and	its	software	that	people	can	see,	listen	to,	talk	to	
or	in	any	other	way	understand	and	direct	(Galitz,	2007).	In	over	20	years,	the	graphical	UI	(GUI)	has	
dominated	the	way	people	interact	with	computers	(Harper,	Rodden,	Rogers	&	Sellen,	2008;	van	
Dam,	1997).	Furthermore,	it	has	been	a	standard	since	the	1990s	when	Apple	first	introduced	
Macintosh	(Butow,	2007).		
	
The	standard	components	of	GUIs	are	called	widgets	(Hartson	&	Pyla,	2012).	They	include	for	
example	windows,	buttons,	menus,	toolbars,	and	scrollbars	(Butow,	2007).	Based	on	widgets,	and	
commonly	associated	with	GUIs,	is	the	acronym	WIMP,	which	stands	for	windows,	icons,	menus,	and	
pointing	devices	(Molina	et	al.,	2003).	Many	GUIs	are	also	designed	following	the	desktop	metaphor.	
The	metaphor	was	originally	developed	to	make	the	interaction	easier	for	users	when	the	first	
personal	computer	arrived	(Hartson	&	Pyla,	2012).	It	is	created	based	on	the	users’	existing	
knowledge	about	their	own	desktop	environments	and	the	objects	used	around	them	and	applies	
the	same	concept	with	the	same	functionality	in	the	GUI.	The	metaphor	is	an	example	of	how	the	
interaction	can	be	simplified	with	cognitive	affordance	(defined	in	Section	2.5).	
	
A	3D	UI	(3DUI)	is	defined	as	a	UI	that	involves	3D-interaction	(Bowman	et	al.,	2008).	Research	within	
3DUIs	has	traditionally	been	closely	connected	to	VR.	An	important	part	of	3DUIs	is	depth	
information,	which	helps	users	to	interact	with	the	application.	Depth	can	be	visualised	in	various	
ways	with	the	help	of	different	kind	of	cues.	These	can	be	divided	into	four	categories	(Bowman	et	
al.,	2004).	The	first	category	is	monocular,	static	depth	cues.	They	are	depth	information	that	can	be	
viewed	from	a	static	image	by	a	single	eye	(Bowman	et	al,	2004).	Moreover,	they	are	also	referred	to	
as	pictorial	cues	and	include	occlusion,	linear	and	aerial	perspective,	shadows	and	lighting,	texture,	
gradients,	relative	size	and	height	relative	to	the	horizon.	The	second	category	is	oculomotor	cues.	
They	derive	from	muscular	tension	in	the	viewer’s	visual	system,	described	as	accommodation	and	
convergence	(Bowman	et	al,	2004).	Thirdly	motion	parallax	is	what	causes	objects	close	to	the	viewer	
to	move	more	quickly	across	the	visual	field	than	objects	further	away	from	the	viewer.	The	last	
category	is	binocular	disparity	and	stereopsis.	Binocular	disparity	refers	to	the	difference	between	
the	two	images	that	each	eye	sees	at	the	same	time.	This	while	stereopsis	is	the	effect	that	occurs	
when	these	two	images	fuse	into	one	single	stereoscopic	image	providing	a	depth	cue	(Bowman	et	
al,	2004).		
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One	common	approach	to	
denote	hierarchy	in	a	GUI	is	
with	the	use	of	size,	contrast,	
and	colour	(Sundström,	2015).	
While	these	tools	are	still	
available	in	VR,	they	are	used	
differently.	For	example,	size	is	
based	on	the	distance	between	
the	user	and	the	piece	of	
content.	Furthermore,	content	
can	be	displayed	in	various	
ways.	Three	different	content	
display	techniques	are	the	
‘head-up	display’,	keeping	the	
content	locked	to	the	
environment	on	an	object	or	
floating	free	(see	Figure	2).	The	‘heads-up	display’	locks	the	content	at	a	set	distance	from	the	
viewer.	This	display	technique	follows	the	user	if	s/he	decides	to	turn	around	or	move	in	the	virtual	
environment,	keeping	the	content	constantly	facing	towards	the	user	at	the	set	distance.	When	the	
content	is	locked	to	the	environment,	the	content	stays	in	the	same	location	when	the	user	moves,	
allowing	the	user	to	explore	it	from	different	angles.	Moreover,	the	content	can	be	locked	to	an	
object	or	float	free	(Sundström,	2015).	
	
Sundström	(2015)	describe	how	designers	are	trying	to	force	two-dimensional	(2D)	solutions	into	a	
3D	space	even	though	they	have	a	full	field	of	vision	to	design	in.	However,	he	claims	one	reason	to	
use	2D	in	3D	is	to	facilitate	for	the	user’s	small	cone	of	focus	(further	described	in	Section	2.3)	when	
they	are	using	a	VR	set,	a	type	of	head-mounted	display,	to	experience	VR.	Furthermore,	a	solution	
to	the	small	cone	of	focus	is	to	use	a	common	tile	menu.	Variations	in	tile	menus	include	if	they	are	
flat,	curved	or	surrounding	the	user	(see	Figure	3).	A	flat	tile	menu	looks	like	a	wall	to	the	user.	This	
solution	makes	it	difficult	to	read	text	or	see	images	in	perspective.	The	curved	tile	menu	places	the	
tiles	faced	towards	the	user,	making	it	easier	to	read	text	and	view	images.	However,	according	to	
Sundström	(2015),	the	best	solution	is	to	create	a	surrounded	tile	menu	where	the	menu	is	placed	
around	the	user	in	the	virtual	environment.	Further	recommendations	include	keeping	the	menu	
content	limited	and	placing	content	of	less	importance	pushed	out	of	immediate	view,	and	the	small	
cone	of	focus,	but	still	accessible.		
	

Figure	2.	Three	different	content	display	techniques	for	virtual	reality.	The	

first	from	the	left	is	placing	the	content	as	a	‘heads-up	display’,	while	the	

following	visualise	the	content	locked	to	the	environment	on	an	object	or	

floating	free	(after	Sundström,	2015).	

Figure	3.	Three	different	types	of	tile	menus	for	virtual	reality	(after	Sundström,	2015).	
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The	next	section	will	describe	the	technology	used	to	experience	VR.	The	head-mounted	display	is	
defined	and	important	characteristics	are	further	described,	including	possibilities	and	limitations	of	
the	technology.	
	

2.3 Head-mounted display 

A	VR	system	consists	of	a	display,	a	tracking	device,	a	computer	image	generator,	a	three-
dimensional	database,	and	application	software	(Adam,	1993).	Moreover,	different	displays	are	
available	to	suit	different	tasks	and	experiences.	The	displays	can,	for	example,	be	CAVE-like	(cave	
automatic	virtual	environment)	surround	projectors,	panoramic	displays,	workbench	projectors,	or	
desktop	displays	(Brooks,	1999).	However,	the	display	developed	for	and	providing	the	greatest	
sense	of	immersion	is	the	head-mounted	display	(HMD)	(Coomans	&	Timmermans,	1997;	Adam,	
1993).	HMDs	are	wearable	devices	in	the	form	of	goggles	(Dorabjee,	et	al.,	2015)	that	blocks	out	the	
vision	of	the	physical	world	and	projects	computer-generated	stereoscopic	images	onto	two	display	
screens	close	to	the	user’s	eyes	(Kavakli	&	Jayarathna,	2005).	Advances	in	hardware	technology	have	
recently	led	to	the	production	of	HMDs	for	consumers,	such	as	the	Oculus	Rift,	which	is	suitable	for	
the	use	of	immersive	VR	applications	including	gaming,	simulation,	and	film	(Carnegie	&	Rhee,	2015).		
	
Various	terms	are	used	for	the	technology.	Oculus	Rift	is	referred	to	as	an	HMD	(Serge	&	Moss,	2015)	
while	Google	Cardboard	and	Samsung	Gear	VR	are	two	examples	of	so-called	VR	sets	(Sundström,	
2015).	While	Google	(2016)	and	Sundström	(2015)	refer	to	these	as	VR	sets,	other	authors,	such	as	
Lamkin	(2016),	use	the	term	VR	headsets	for	both	HMDs	and	VR	sets.	Furthermore,	Oculus	VR	
(2015a)	refers	to	Gear	VR	as	a	VR	headset	and	not	a	VR	set.	The	virtual	reality	society	(2016)	claim	
that	the	terms	VR	headsets	
and	VR	glasses	are	simply	
synonyms	to	HMDs	and	that	
if	the	HMD	attach	straight	
to	the	users	head	and	
present	visuals	directly	to	
the	users	eyes	it	could	be	
considered	an	HMD	in	the	
broadest	sense.	Therefore,	
this	thesis	will	use	the	term	
HMD	for	all	variations	
including	VR	sets,	VR	
headsets,	and	VR	glasses	
(see	Figure	4	for	three	
examples	of	different	
HMDS).		
	
Different	HMDs	uses	power	from	different	technologies.	While	Oculus	Rift	plugs	into	a	computer,	
Sony	PlayStation	VR	needs	to	be	connected	with	a	PlayStation	(Lamkin,	2016).	Furthermore,	Samsung	
Gear	VR	and	Google	Cardboard	use	smartphones	as	their	processors	and	displays.	The	smartphones’	
gyroscopic	sensors	and	positioning	systems	are	used	to	accurately	track	the	users’	head	movements.		
	
When	describing	visual	display	devices,	such	as	HMDs,	important	characteristics	include	the	field	of	
regard	(FOR)	and	field	of	view	(FOV)	(Bowman	et	al,	2004).	FOR	refers	to	the	amount	of	the	physical	
space	surrounding	the	user.	It	can	also	be	explained	as	the	maximum	number	of	degrees	of	visual	
angle	that	can	be	seen	instantaneously	on	a	display.	It	is	measured	in	degrees	of	the	visual	angle,	so	
if	a	cylindrical	display	were	built	where	the	user	could	stand	in	the	middle,	the	display	would	have	a	
360-degree	horizontal	FOR.	The	FOV	must	be	less	than	or	equal	to	the	maximum	FOV	of	the	human	

Figure	4.	Examples	of	three	different	head-mounted	displays.	Oculus	Rift	

developer	kit	2	to	the	left,	Google	Cardboard	used	with	a	smartphone	in	the	

middle	and	Homido	used	with	a	smartphone	to	the	right.		
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visual	system,	which	is	approximately	200	degrees.	HMDs	usually	have	a	small	FOV	but	a	large	FOR.	A	
lower	FOV	may	decrease	immersion	and	results	in	‘tunnel	vision’	while	higher	FOV	can	decrease	the	
resolution	and	introduce	distortion	(Bowman,	Datey,	Ryu,	Farooq	&	Vasnaik,	2002).		
	
In	HMDs,	the	FOV	is	about	94	degrees	(Oculus	
VR,	2015c).	However,	users	can	change	the	
orientation	of	their	heads	to	see	more	of	their	
surroundings.	Chu	(2014)	describes	how	the	
head	orientation	can	be	changed	comfortably	
and	topmost.	People	can	rotate	their	heads	to	
the	left	about	30	degrees	in	a	comfortable	
manner.	Topmost,	they	can	rotate	their	heads	
55	degrees	to	the	left.	The	same	degrees	
apply	to	when	people	are	rotating	their	heads	
to	the	right	as	well.	Furthermore,	people	can	
comfortably	turn	their	heads	20	degrees	up,	
while	60	degrees	is	the	topmost.	Moreover,	
people	can	turn	their	heads	with	the	chin	
down.	While	12	degrees	is	comfortable,	the	
topmost	is	40	degrees.	These	degrees,	
suggested	by	Chu	(2014)	are	visualised	by	Mike	Alger	(2015a)	(see	Figure	5).	When	these	degrees	are	
combined	with	the	FOV	in	an	HMD,	it	creates	77	degrees	to	the	right	and	to	the	left	of	the	centre	
where	the	users	can	see	objects	comfortably	and	about	102	degrees,	to	the	right	and	to	the	left	of	
the	centre,	where	the	users	can	see	objects	in	a	more	strained	way	(Alger,	2015a).		
	
Another	important	aspect	of	how	objects	should	be	placed	in	virtual	environments	experienced	with	
HMDs	concern	the	sense	of	depth.	Chu	(2014)	claims	that	the	stereoscopic	effect	will	be	lost	if	
objects	are	placed	further	than	20	metres	away	from	the	user.	More	importantly,	if	objects	are	
placed	too	close	to	the	user,	it	will	cause	cross-eyes	and	double	vision.	To	avoid	straining	the	users’	
eyes,	objects	should	not	be	placed	closer	than	a	distance	of	75	centimetres	from	the	user	(Oculus	VR,	

2015b).	Mike	Alger	(2015a)	has	used	these	recommendations,	but	another	recommendation	
considering	the	minimum	distance	claiming	it	to	be	50	centimetres,	and	designed	figures	illustrating	
where	the	objects	can	be	seen	comfortably	and	meaningfully	and	where	he	thinks	the	main	content	
should	be	displayed	(see	Figure	6).		

Figure	5.	Figures	designed	by	Mike	Alger	(2015a)	showing	

the	degrees	people	are	able	to	turn	their	heads,	comfortably	

and	topmost	following	Chu’s	(2014)	recommendations.	

Used	with	permission	of	Mike	Alger.	

Figure	6.	Mike	Alger’s	(2015a)	visualisation	of	humans	view	and	area	that	should	be	used	for	designs	within	immersive	

virtual	reality.	Two	different	figures	in	his	videos	have	been	combined	in	this	figure.	Used	with	permission	of	Mike	Alger.	
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However,	there	is	a	difference	between	general	content	and	a	GUI.	Lubos	et	al.	(2014)	suggest	that	
3D	selection	tasks	that	require	high	precision	should	be	placed	close	to	the	users	eyes.	Moreover,	
Oculus	VR	(2015a)	states	that	the	ideal	distance	to	place	a	UI	in	VR	is	between	1	to	3	meters	away	
from	the	user.	
Other	important	characteristics	of	visual	display	devices	include	the	spatial	resolution	(Bowman	et	al,	
2004).	The	spatial	resolution	is	a	measure	of	visual	quality	related	to	pixel	sizes.	It	is	often	measured	
as	dots	per	inch	but	is	also	affected	by	the	screen	size	and	the	distance	between	the	user	and	the	
visual	display.	Inside	an	HMD	as	for	example	the	Google	Cardboard	or	Gear	VR	a	single	screen	of	a	
smartphone	is	split	into	two,	one	for	each	eye,	dividing	the	resolution	(Sundström,	2015).	Moreover,	
the	user	focuses	on	the	centre	of	this	area	and	creates	a	cone-of-focus	that	quickly	fall-off	towards	
blurriness.	This	leads	to	a	small	low-resolution	area	to	design	for	(Sundström,	2015).		
	
Further	characteristics	of	visual	display	devices	include	screen	geometry,	light	transfer	mechanism,	
refresh	rate,	and	ergonomics	(Bowman	et	al,	2004).	The	screen	geometry	is	related	to	the	shape	of	
the	screen.	Visual	displays	can	be	rectangular,	L-shaped,	hemispherical,	or	hybrids.	Moreover,	the	
light	transfer	mechanism	decides	how	the	light	is	transferred	onto	the	display	surface	(Bowman	et	al,	
2004).	Light	can	be	front	projected,	rear	projected,	or	as	a	laser	light	directly	projected	onto	the	
retina.	This	is	of	importance	since	different	types	of	3DUI	interaction	techniques	are	applicable	for	
different	light	transfer	methods.	The	refresh	rate	describes	in	which	speed	the	visual	display	device	
refreshes	the	displayed	image.	This	is	usually	measured	in	hertz	as	refreshes	per	second.	Finally,	
ergonomics	cover	how	comfortable	the	visual	display	device	is	to	use.	Bowman	et	al.	(2004)	
emphasize	that	comfort	is	especially	important	for	visual	display	devices	such	as	HMDs.		
	
Typical	disadvantages	of	HMDs	include	system	latency,	limited	FOV,	peripheral	vision,	and	ergonomic	
discomfort	(Bowman	et	al.,	2008).	When	displaying	VR	with	the	use	of	an	HMD,	one	of	the	most	
concerning	aspects	is	the	common	experience	of	simulator	sickness	(SS)	(Serge	&	Moss,	2015).	It	can	
cause	physical	reactions	such	as	headaches,	nausea,	dizziness,	and	eyestrain	(Carnegie	&	Rhee,	
2015).	This	usually	generates	negative	experiences	and	could	lead	to	confusion	or	even	fainting	
(Moss	&	Muth,	2011).		
	
In	the	following	section,	input	devices	and	interaction	methods	for	VR	experienced	with	HMDs	are	
further	explained.	Moreover,	it	focuses	on	the	head	orientation	input	and	the	suggested	term	head	
gaze.	
	

2.4 Head orientation input and head gaze 

The	UI	is	composed	of	input	and	output	(Galitz,	2007).	Input	is	the	technique	that	people	use	to	
communicate	their	needs	and	desired	actions	to	the	computer	while	the	output	is	how	the	computer	
mediates	the	result	of	the	users’	directives.	An	interaction	method	can	be	defined	as	how	a	person	
uses	an	input	or	output	device	to	perform	a	task	in	a	human-computer	dialog	(Foley,	Van	Dam,	
Feiner	&	Hughes,	1990).	Three	main	techniques	that	are	used	in	VR	are	physical	controls,	virtual	
controls,	and	direct	user	interaction.	Physical	controls	are	the	use	of	for	example	buttons,	sliders,	
and	steering	wheels	while	virtual	controls	are	control	devices	presented	as	virtual	objects.	Direct	user	
interaction	can	be	defined	as	the	use	of	gestures	and	movements	of	head	and	hands	to	specify	
interaction	parameters	(Mine,	1995).	Fundamental	forms	of	interaction	in	VR	include	movements,	
selections,	manipulations,	and	scaling	(Mine,	1995).	
	
One	concern	with	interaction	in	VR	is	that	the	real-world	metaphor	does	not	allow	efficient	large-
scale	placement	of	objects	in	the	virtual	environment	(Bowman	&	Hodges,	1997).	Techniques	
developed	to	solve	this	and	grab	as	well	as	manipulate	remote	objects	are	for	example	arm-
extension	techniques	and	ray-casting	techniques.	One	example	of	an	arm-extending	technique	is	the	
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Go-Go	interaction	technique	(Poupyrev,	Billinghurst,	Weghorst	&	Ichikawa,	1996).	Ray-casting	is	an	
interaction	technique	that	uses	a	virtual	light	ray,	specified	by	the	user’s	hand,	to	point	and	grab	
objects	(Mine,	1995).		
	
Another	concern	is	that	interaction	in	3D	mid-air	is	physically	demanding	and	often	can	hinder	user	
satisfaction	and	performance	(Chan,	Kao,	Chen,	Lee,	Hsu	&	Hung,	2010).	VR	selection	problems	can	
often	be	efficiently	solved	with	pointing	techniques	(Lubos,	Bruder	&	Steinicke,	2014).	However,	they	
require	a	level	of	abstraction	that	is	potentially	less	natural	compared	to	the	virtual	hand	metaphor	
(Lubos,	Bruder	&	Steinicke,	2014).	Nevertheless,	direct	interaction	leads	to	higher	performance	than	
manipulation	of	objects	at	a	distance	(Mine,	Brooks	&	Sequin,	1997).		
	
In	computer	graphics	systems,	motion	trackers	can	be	used	for	five	primary	purposes	(Welch	&	
Foxlin,	2002).	The	first	use	is	for	the	users	view	control,	which	means	that	it	provides	the	users	with	
position	and	orientation	control	and	simulates	a	first-person	viewpoint	for	people	using	HMDs.	
Secondly,	motion	trackers	can	be	used	for	navigation.	A	third	way	to	use	motion	trackers	is	for	object	
selection	and	manipulation.	Finally,	motion	tracking	can	be	used	for	instrument	tracking	and	avatar	
animation.	Tracking	errors	can	contribute	to	destroying	the	sense	of	perceptual	stability,	causing	
sickness	or	degrading	task	performance	(Welch	&	Foxlin,	2002).		
	
Oculus	VR	(2015b)	claims	that	gaze	tracking	is	one	of	the	most	intuitive	ways	to	interact	with	a	
VRGUI.	The	orientation	of	the	users’	heads	can	be	used	to	approximate	the	users’	gaze	direction	
(Mine,	1995;	Mine	et	al.,	1997).	This	can	be	simulated	to	the	users	by	placing	a	cursor	floating	in	the	
middle	of	their	FOVs	(Mine,	1995).	The	cursor	is	then	centred	in	the	direction	the	users	are	currently	
facing,	giving	the	users	the	experience	of	controlling	the	system	with	their	gaze	direction.	This	
creates	an	intuitive	way	to	select	an	item	by	simply	looking	at	it	(Mine	et	al.,	1997).	Users	can	
interact	with	a	VRGUI	through	this	method	as	if	it	was	a	mouse	or	a	touch	device	(Oculus	VR,	2015b).		
	
To	make	a	selection,	the	users	‘look‘,	but	actually	turn	their	heads,	towards	an	object.	The	selection	
is	then	indicated	with	a	standard	selection	signal.	Dwell	time	is	a	technique	that	can	be	used	to	select	
one	object	among	several	displayed	(Jacob,	1991;	Lankford,	2000).	This	means	that	when	a	user	
continues	to	look	at	an	object	for	a	certain	predetermined	time,	the	object	will	be	selected.	A	long	
dwell	time	will	decrease	the	amount	of	unintended	selections	that	are	made,	but	it	will	also	reduce	
the	responsiveness	of	the	UI.	Jacob	(1991)	claims	that	if	the	result	of	selecting	the	wrong	object	can	
easily	be	undone,	then	a	shorter	dwell	time	can	be	used.	For	this	approach,	a	dwell	time	of	150-250	
milliseconds	can	be	used	with	good	results.	This	provides	the	users	with	the	subjective	feeling	of	a	
highly	responsive	system.	A	longer	dwell	time,	over	¾	second,	is	never	useful	because	it	is	not	natural	
for	eyes	to	fixate	on	one	spot	for	that	long	and	the	user	can	also	suspect	that	the	system	has	crashed.	
A	good	use	of	the	object	selection	interaction	is	to	request	further	details	about	an	object.	The	
details	should	be	displayed	on	a	separate	area	where	such	information	is	always	displayed	in	the	UI	
(Jacob,	1991).		
	
The	method	of	using	head	orientation	input	to	estimate	the	users’	gaze	direction	and	place	a	cursor	
in	the	centre	of	the	users’	FOV	is	referred	to	as	ray-casting	by	Oculus	VR	(2015b).	However,	this	
stands	in	contrast	to	the	previously	described	definition	in	this	section	by	Mine	(1995)	who	claims	
that	ray-casting	is	the	use	of	a	virtual	light	ray.	With	regard	to	the	conflicting	definitions,	the	term	
ray-casting	was	not	used	as	a	name	for	the	method	in	this	thesis.	Mine	(1996)	uses	the	name	‘look-at	
menus	interaction	technique’	for	the	technique,	but	he	also	includes	the	use	of	an	external	input	
device	in	the	interaction.	Furthermore,	Mine’s	suggested	name	has	not	been	used	or	published	by	
other	researchers	and	therefore,	will	not	be	used	in	this	thesis	either.	To	the	best	of	the	author’s	
knowledge,	there	is	no	commonly	used	term	for	this	interaction	method	and	therefore,	the	
suggested	term	‘head	gaze’	will	be	used	throughout	this	thesis.	
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Key	issues	in	eye	tracking	in	VR	involve	the	Midas	touch	problem	and	gaze-point	tracker	inaccuracies	
leading	to	incorrect	actions	and	selection	(Bazrafkan	et	al.,	2015).	The	Midas	touch	problem	relate	to	
peoples’	eye	movements	that	are	frequently	unintentional,	which	makes	it	problematic	to	use	them	
as	an	input	modality	to	control	a	system	(Jacob,	1991).	To	develop	a	useful	eye-tracking	interface,	
the	Midas	touch	problem	needs	to	be	avoided	(Jacob	&	Karn,	2003).	Another	problem	with	limiting	
the	users’	eye	movements	is	that	it	will	also	limit	the	users’	spatial	degrees	of	freedom	(DOF)	
(Carnegie	&	Rhee,	2015).	However,	when	using	the	head	gaze	interaction,	the	movement	will	occur	
through	head	orientation	rather	than	eye	movements,	which	compensates	for	this	drawback.		
	
A	challenge	with	using	gaze	is	that	the	user	is	always	looking	at	the	displayed	content	but	may	not	
always	look	at	the	VRGUI	(Oculus	VR,	2015a).	Because	of	this,	the	user	can	‘lose’	the	UI	and	not	
realize	it	is	still	available,	which	can	result	in	confusion	when	the	application	does	not	handle	the	
input	the	way	the	user	expects.	This	problem	can	be	solved	by	making	the	UI	close	when	the	user	
goes	outside	some	FOV	or	by	automatically	dragging	the	interface	with	the	view	as	the	user	turns.	A	
third	solution	is	to	place	an	icon	somewhere	on	the	periphery	of	the	screen	that	indicates	that	the	
user	is	watching	the	UI	and	then	allow	this	icon	always	to	track	with	the	users	view	(Oculus	VR,	
2015a).	
	
A	considerable	amount	of	previous	research	has	focused	on	eye	gaze	as	an	augmented	input	in	
combination	with	another	input	device	or	technique	(see	for	example	Fono	&	Vertegaal,	2005,	
Miniotas,	Špakov,	Tugoy	&	MacKenzie,	2006,	Yamato,	Monden,	Matsumoto,	Inoue	&	Torii,	2000,	
Salvucci	&	Anderson,	2000	and	Zhai,	Morimoto	&	Ihde,	1999).	This	research	is	not	presented	in	this	
thesis	since	this	thesis	focus	on	eye	gaze	direction	estimated	by	head	orientation	used	as	the	only	
input	and	interaction	technique.	Likewise,	research	describing	eye	gaze	estimation	where	it	clearly	
requires	eye-tracking	technology,	and	the	research	is	not	believed	to	be	applicable	for	the	head	gaze	
interaction	method,	has	also	been	excluded.	
	
The	next	section	will	define	user	experience	and	explain	important	factors	influencing	it.	
Furthermore,	it	will	also	describe	how	the	user	experience	can	be	measured.	
	

2.5 User experience 

User	experience	(UX)	is	associated	with	several	different	meanings	(Forlizzi	&	Battarbee,	2004).	
Nielsen	and	Norman	(n.d.)	summarize	their	definition	of	UX	by	stating	that	‘”User	experience”	
encompasses	all	aspects	of	the	end	user’s	interaction	with	the	company,	its	services,	and	its	
products.’	The	International	Organization	for	Standardization	(ISO)	define	UX,	with	their	standard	
9241-210,	as	users	perception	and	response	that	has	resulted	from	the	use	or	the	anticipated	use	of	
a	product,	a	system,	or	a	service	(ISO,	2010).	Moreover,	UX	includes	the	users	believe,	emotions,	
perception,	preferences,	physical,	and	psychological	response	and	also	behaviours	and	performance	
that	happens	before,	during,	and	after	the	use.	Additionally,	there	are	three	important	factors	
influencing	the	UX.	They	are	the	system,	the	user,	and	the	context	of	use	(ISO,	2010).	A	well-known	
definition,	highlighting	those	three	important	factors	is	the	one	described	by	Hassenzahl	and	
Tractinsky	(2006):	
	

UX	is	a	consequence	of	a	user’s	internal	state	(predispositions,	expectations,	
needs,	motivation,	mood,	etc.),	the	characteristics	of	the	designed	system	(e.g.	
complexity,	purpose,	usability,	functionality,	etc.)	and	the	context	(or	the	
environment)	within	which	the	interaction	occurs	(e.g.	organisational/social	
setting,	meaningfulness	of	the	activity,	voluntariness	of	use,	etc.).	
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Hassenzahl	(2008)	also	describes	two	different	dimensions	of	UX.	Pragmatic	quality	is	what	he	refer	
to	as	‘…the	product’s	perceived	ability	to	support	the	achievement	of	“do-goals”,	such	as	“making	a	
telephone	call”…’	while	hedonic	quality	refers	to	‘…the	product’s	perceived	ability	to	support	the	
achievement	of	“be-goals”,	such	as	“being	competent”…’	The	pragmatic	quality	is	related	to	the	
products	utility	and	usability	in	relation	to	a	potential	task	while	the	hedonic	quality	focus	on	the	Self,	
like	the	question	of	why	someone	own	and	use	a	particular	product.	Hassenzahl	claims	that	the	
pragmatic	quality	might	lead	to	the	fulfilment	of	hedonic	quality	while	the	hedonic	quality	
contributes	directly	to	the	UX.	While	pragmatic	attributes	emphasize	the	individuals’	behavioural	
goal,	the	hedonic	attributes	emphasize	the	individuals’	psychological	wellbeing	(Hassenzahl,	2008).	
	
A	key	component	to	assuring	qualitative	UX	is	the	usability	(Hartson	&	Pyla,	2012).	According	to	the	
ISO	standard	9231-11,	usability	is	defined	as	‘the	extent	to	which	a	product	can	be	used	by	specified	
users	to	achieve	specified	goals	with	effectiveness,	efficiency,	and	satisfaction	in	a	specified	context	
of	use.’	(ISO,	1998).		
	
However,	efficiency	and	effectiveness	are	not	enough	to	make	users	satisfied,	since	they	are	also	
looking	for	emotional	satisfaction	(Shih	&	Liu,	2007),	which	is	another	important	part	of	the	UX	
(Hartson	&	Pyla,	2012).	The	emotional	impact	is	the	component	of	the	UX	that	influences	users	
feelings.	This	includes	effects	such	as	pleasure,	fun,	the	joy	of	use,	aesthetics,	desirability,	pleasure,	
novelty,	originality,	sensation,	coolness,	engagement,	novelty,	and	appeal.	This	can	also	include	
deeper	emotional	factors	such	as	self-expression	and	self-identity,	the	pride	of	ownership	and	a	
feeling	of	contribution	to	the	world.	The	importance	of	this	is	expressed	by	Hassenzahl,	Beu	and	
Burmester	(2001)	who	claim	that	‘The	most	basic	reason	for	considering	the	joy	of	use	is	the	
humanistic	view	that	enjoyment	is	fundamental	to	life.’	
	
One	concept	used	to	improve	the	UX	of	systems,	and	a	technique	that	supports	users	during	
interactions	are	affordances	(Hartson,	2003).	There	are	four	different	types	of	affordances	including	
cognitive,	physical,	sensory,	and	functional	affordances.	The	first	type	is	cognitive	affordances	that	
help	users	with	their	cognitive	actions,	such	as	thinking,	learning,	and	remembering.	This	while	
physical	affordances	help	users	performs	physical	actions,	such	as	clicking,	touching,	pointing,	and	
moving	objects.	Moreover,	sensory	affordances	aim	at	helping	users	with	sensory	actions,	such	as	
seeing,	hearing,	and	feeling	things.	The	fourth	and	final	type	are	functional	affordances	that	help	
users	get	things	done	and	use	a	system	to	do	work	(Hartson,	2003).		
	
This	thesis	will	use	Hassenzahl	and	Tractinsky’s	(2006)	definition	that	UX	is	a	consequence	of	a	user’s	
internal	state,	the	characteristics	of	the	designed	system,	and	the	context	within	which	the	
interaction	occurs.	Furthermore,	it	is	extended	also	to	include	the	pragmatic	and	hedonic	quality	
(Hassenzahl,	2008)	where	usability	is	an	important	component	(Hartson	&	Pyla,	2012).	Finally,	the	
definition	also	emphasises	the	emotional	impact.	More	importantly	is	that	UX	cannot	be	designed;	it	
can	only	be	experienced.	Qualitative	UX	is	therefore	considered	to	be	UX	fulfilling	the	users’	
subjective	hedonic	and	pragmatic	goals	with	respect	to	the	context	of	use	with	high	usability	and	a	
desirable	emotional	impact.	
	
In	the	following	section,	the	application	of	video	on	demand	services	is	briefly	described.	The	section	
defines	the	service	and	important	factors	of	it.		
	

2.6 Video on demand service  

Video	on	demand	(VoD)	allows	people	to	access	videos,	for	example	movies,	from	video	servers	on	a	
broadband	network	(Li,	Liao,	Qiu	&	Wong,	1996).	Users	can	control	their	experiences	and	choose	
which	video	content	to	consume	and	at	what	time	and	location	they	prefer	to	consume	it	(Mustillo	et	
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al.,	1997).	Moreover,	the	service	is	often	personalized	and	involves	one-to-one	interaction	between	
the	user	and	the	service	(Choi,	Reaz	&	Mukherjee,	2012).		
	
To	develop	VoD	services	that	lead	to	qualitative	UX,	it	is	highly	important	to	understand	the	users	
behaviour	while	interacting	with	the	service.	From	the	user	perspective,	Netflix	media	streaming	
service	is	not	about	accessing	many	different	movies,	it	is	about	having	a	quiet	evening	with	a	
spouse,	making	time	pass	at	an	airport	or	indulging	in	a	TV	show	(Goodman	et	al.,	2012).		
	
The	design	of	VoD	services	usually	depends	on	the	request	patterns	of	the	users	(Choi	et	al.,	2012).		
An	example	is	that	videos	popularity	correlates	with	the	request	rate.	A	well-known	fact	is	that	video	
popularity	follows	the	Zipf	distribution,	which	is	an	equation	that	shows	request	frequency	of	certain	
movie	titles.	Moreover,	videos	popularity	may	decrease	with	time	since	the	interest	decreases	after	
people	have	watched	it.	The	popularity	can	also	change	due	to	the	introduction	of	new	videos	or	new	
recommendations	(Yu	et	al.,	2006).		
	
Another	important	factor	in	VoD	services	is	the	daily	access	pattern	of	the	users’	behaviour	(Choi	et	
al.,	2012).	After	a	video	is	started	and	the	user	starts	to	watch	it,	the	user	might	need	to	interact	with	
the	service	to	change	the	state	of	the	video.	Possible	user	interactions	can	be	classified	as	play,	
resume,	stop,	abort,	pause,	jump	forward,	jump	backward,	fast	search	and	slow	motion	(Li	et	al.,	
1996).	Out	of	these	interactions,	pause	is	the	most	commonly	used	(Costa,	Cunha,	Borges,	Ramos,	
Rocha,	Almeida	&	Ribeiro-Neto,	2004).	For	long	videos,	jump	forward	and	jump	backward	are	equally	
common	actions.	However,	the	video	playtime	is	usually	quite	short	(Yu	et	al.,	2006).	More	than	half	
of	all	started	videos	are	played	less	than	10	minutes	and	70%	are	terminated	within	the	first	20	
minutes.		
	
Since	many	VoD	services,	like	Netflix,	offer	thousands	of	options	of	content,	a	central	problem	of	VoD	
services	is	that	the	experience	has	become	more	about	selecting	a	piece	of	content	than	simply	
watching	it	(Vanhemert,	2014).	Users	are	forced	to	choose	content	before	the	watching	experience	
can	begin.	Vanhemert	claims	that	‘Netflix	is	great	when	you	want	to	watch	something,	but	it’s	
terrible	when	you	want	to	watch	anything.’	
	
The	next	section	will	briefly	describe	existing	guidelines	related	to	the	design	of	VRGUIs.	It	
summarizes	earlier	research	and	guidelines	that	practitioners	currently	use.	
	

2.7 Research related design principles for virtual reality graphical user 

interfaces 

This	section	presents	existing	guidelines	of	relevance	for	the	research	aim.	The	guidelines	include	
how	to	design	for	3D	interaction,	VR,	VRGUI,	head	gaze,	and	video	in	VR.	Table	1	shows	an	overview	
of	the	10	design	guidelines	discovered	and	presented	in	this	section.		
	
The	first	discovered	guideline	is	to	allow	users	to	be	lazy	(Wilson,	2011).	Bowman	(2013)	claims	that	
‘Users	in	HMDs	don’t	want	to	turn	their	heads,	much	less	move	their	bodies.’	If	the	users	are	forced	
to	stretch	their	necks	and	turn	in	their	seat,	it	could	leave	them	sore,	which	degrades	the	UX	
(Sundström,	2015).	A	recommendation	is,	therefore,	to	not	require	users	to	move	their	head	or	body	
more	than	necessary.	Bowman	(2013)	similarly	emphasises	not	to	neglect	user	comfort.	Large	
movements	could	also	be	a	problem	since	it	would	increase	the	likelihood	of	the	user	clashing	with	
the	surrounding	environment	outside	of	the	HMD	(Sundström,	2015).		
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The	second	discovered	guideline,	relating	to	the	first,	is	to	allow	‘magic’	interaction	(Bowman	et	al.,	
2004).	Interaction	in	3D	is	often	thought	of	as	‘natural’,	but	for	many	novice	users	operating	a	3D	UI	
is	anything	but	natural	(Bowman,	2013).	Bowman	et	al.	(2004)	recommend	violating	assumptions	
about	the	real	world	in	the	virtual	world.	If	the	interaction	is	designed	to	be	‘magical’	instead	of	
‘natural‘,	it	allows	users	to	go	beyond	the	perceptual,	cognitive,	and	physical	limitations	of	the	real	
world	(Bowman	et	al.,	2004).	Instead	of	the	user	having	to	walk	up	to	an	object	and	reach	out	with	
the	hand	to	grab	it,	s/he	can	use	a	virtual	laser	pointer	to	grab	it	from	a	distance.	
	
The	third	discovered	guideline	is	that	the	number	of	degrees	of	freedom	(DOF)	the	user	is	required	
to	control,	in	general,	should	be	as	few	as	possible	(Mine	et	al.,	1997).	When	designing	for	3D	
interactions,	it	is	important	to	understand	the	design	space	and	the	interaction	techniques	that	can	
be	used	(Bowman,	2013).	The	design	space	of	3D	interaction	varies	depending	on	the	number	of	
devices	and	mappings	available.	Bowman	et	al.	(2008)	state	that	2D	tasks	are	cognitively	easier	than	
3D	tasks.	Furthermore,	real-world	tasks,	at	least	most	of	them,	are	not	fully	3D	(Bowman	et	al.,	
2008).	As	a	result,	most	humans	are	used	to	dealing	with	2D	or	two	and	a	half-dimensional	(2,5D)	
and	do	not	have	the	skills	to	deal	with	3D	problems.	Bowman	et	al.	(2008)	therefore,	suggest	creating	
2D	alternatives	for	as	many	tasks	as	possible	in	3DUIs	to	increase	the	usability.	
	
Furthermore,	it	is	recommended	to	use	2D	input	devices	over	3D	input	devices	(Bowman	et	al.,	
2008).	A	comparison	of	input	specifications	between	mouse-	or	pen-based	systems	and	3D	
technologies	reveals	that	2D	technologies	are	much	more	precise	(Teather	&	Stuerzlinger,	2008).			
When	an	input	with	high	DOF	is	used	for	a	task	that	requires	a	lower	number	of	DOFs,	the	result	can	
be	that	the	task	is	unnecessarily	difficult	to	perform	(Bowman,	2013).	An	example	is	when	users	want	
to	select	a	menu	item,	which	is	inherently	a	one-dimensional	task,	and	they	need	to	position	their	
virtual	hands	within	a	menu	item	to	select	it.	The	UI	then	requires	too	much	effort	from	the	user	to	
perform	the	task.	Moreover,	forcing	users	to	position	their	hands	in	three-dimensions	to	press	a	
virtual	button	slows	down	the	interaction	and	increases	user	frustration	(Mine	et	al.,	1997).	This	
relates	to	Bowman’s	(2013)	recommendation	to	keep	the	UI	simple.	He	claims	that	if	the	user’s	goal	
is	simple,	there	should	be	a	simple	and	effortless	technique	to	reach	it.		

Table	1.	An	overview	of	the	10	guidelines	discovered	of	relevance	for	the	research	in	this	thesis.	
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The	guideline	can	be	followed	in	several	different	ways.	Keeping	the	number	of	DOFs	to	a	minimum	
can	be	accomplished	by	using	a	lower-DOF	input	device,	ignoring	some	of	the	input	DOFs,	or	by	using	
physical	or	virtual	constraints	(Bowman,	2013).		
	
The	fourth	guideline	discovered	is	that	VR	needs	affordances	to	indicate	which	objects	the	user	can	
interact	with	and	when	the	interaction	takes	place	(Sundström,	2015).	One	way	to	help	users	
perform	the	correct	action	is	to	use	real-world	metaphors	(Bowman	et	al.,	2004;	Sundström,	2015).	
Moreover,	Alger	(2015b)	suggests	that	designers	should	use	the	human	instincts	to	their	advantage	
when	they	are	designing	VRGUIs.		
	
The	fifth	guideline	discovered	is	to	design	for	the	hardware	(Bowman,	2013).	Bowman	claims	that	
what	might	work	for	one	display	or	with	one	device	rarely	work	exactly	the	same	way	on	a	different	
system.	When	using	the	same	UI	on	a	different	display	or	device,	the	UI,	and	the	interaction	
techniques	often	need	to	be	modified.	This	is	called	the	migration	issue	(Bowman,	2013).	Another	
important	part	of	why	the	design	should	be	for	the	technology	is	to	have	the	ergonomic	and	physical	
constraints	of	the	technology	in	mind	(Chen,	2014).	If	this	is	not	considered,	interactions	are	more	
likely	to	be	disrupted.	
	

The	sixth	guideline	for	easy-to-use	interaction	techniques	is	to	not	use	floating,	interpenetrating	or	
invisible	objects	(Bowman	et	al.,	2008).	Bowman	claims	that	floating	objects	should	be	the	exception	
and	not	the	rule.	He	refers	to	the	real	world,	which	the	user	is	familiar	to,	where	floating	objects	
barely	exist	and	most	objects	are	attached	to	other	objects.	Interpenetrating	objects	should	be	
avoided	since	many	novice	users	have	problems	recovering	from	such	situations.	Furthermore,	a	
recommendation	is	never	to	force	users	to	interact	with	invisible	objects	(Bowman	et	al.,	2008).		
	

The	seventh	guideline	is	to	display	the	VRGUI	at	a	reasonable	and	comfortable	distance	from	the	
user	(Oculus	VR,	2015a;	Chen,	2014).	Lubos	et	al.	(2014)	suggest	that	3D	selection	tasks	that	require	
high	precision	should	be	placed	close	to	the	users	eyes.	Oculus	VR	(2015a)	claim	that	the	ideal	
distance	is	usually	between	one	to	three	meters	away	from	the	user.	This	since	placing	an	object	too	
close	to	the	user	can	cause	a	jarring	experience.	As	previously	described	in	Section	2.3,	the	
recommendation	is	to	keep	objects	at	a	distance	of	at	least	75	centimetres	from	the	user	(Oculus	VR,	
2015b)	but	not	further	than	20	metres	away	(Chu,	2014).		
	
Guideline	eight	is	to	use	a	gaze	cursor	or	crosshair	when	the	gaze	is	used	as	the	input	modality	
(Oculus	VR,	2015a).	Using	gaze	selection	without	a	cursor	or	crosshair	has	been	reported	as	more	
difficult	to	use	since	the	user	has	to	estimate	where	the	head	gaze	is	currently	located.			
	

The	ninth	guideline	is	to	design	the	video	screen	in	VR	to	cover	less	than	70	degrees	of	the	horizontal	
FOV	(Oculus	VR,	2015a).	Oculus	VR	claims	this	is	the	size	that	is	required	to	allow	users	to	view	the	
full	screen	without	turning	their	heads.	
	

The	tenth	and	final	guideline	is	to	avoid	rapid	movements	and	not	to	drop	frames	or	loose	head	
tracking	(Sundström,	2015;	Wilson,	2011).	If	frames	are	dropped	or	the	head	tracking	is	lost	it	will	
appear	as	an	error	in	the	users’	consciousness	(Wilson,	2011).	This	could	cause	the	user	to	feel	sick.	
Also,	rapid	movements	could	have	the	same	effect	(Sundström,	2015).	They	can	also	cause	the	user	
to	feel	disoriented	in	the	virtual	environment.		
	
The	following	section	will	describe	the	research	aim	and	objective.	It	will	also	cover	the	expected	
result	and	limitations	of	the	research.		
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2.8 Research aim and objective 

Perry	(2016)	claims	that	the	‘The	door	to	mass-market	virtual	reality	is	about	to	burst	open.’	
Considering	most	HMDs	has	barely	been	launched,	the	published	research	addressing	general	
usability	and	how	these	HMDs	affect	users	is	limited	(Serge	&	Moss,	2015).	Furthermore,	three	
decades	of	research	has	laid	the	foundation	for	the	technology	of	HMDs,	but	there	has	been	a	lack	of	
focus	on	the	UIs	(Dorabjee	et	al.,	2015).	Moreover,	Oculus	VR	(2015b)	claims	that	no	traditional	input	
method	is	ideal	for	VR	and	that	innovation	and	research	are	needed.	One	of	the	most	researched	
fields	of	human-computer	interaction	has	been	the	use	of	eye	gaze	as	an	input	modality	(Bazrafkan	
et	al.,	2015).	However,	the	usability	of	eye	gaze	as	input	still	remains	marginal.	Moreover,	there	is	a	
shortage	of	research	concerning	the	use	of	head	orientation	input	to	estimate	gaze	direction.	
	
The	aim	of	this	thesis	is	to	contribute	to	the	understanding	of	what	aspects	are	important	to	consider	
when	designing	virtual	reality	graphical	user	interfaces	-	controlled	by	head	orientation	input	-	for	
qualitative	user	experiences.	In	order	to	achieve	this	aim,	the	following	research	question	has	been	
developed:	

What	aspects	should	be	considered	when	designing	a	graphical	user	interface	in	
virtual	reality	-	controlled	by	head	orientation	input	-	for	a	qualitative	user	
experience?	
	

The	user	interface	(UI)	is	the	part	of	a	computer	that	people	can	see,	listen	to,	talk	to	or	in	any	other	
way	understand	and	direct	(Galitz,	2007).		
	
Virtual	reality	(VR)	is	defined	to	be	an	interactive,	three-dimensional	computer-synthesized	
environment	(Pratt	et	al.,	1995;	Barfield	&	Furness,	1995)	seen	from	the	first-person	point	of	view	
and	controlled	in	real	time	by	the	user	(Bowman	et	al.,	2004).	Moreover,	it	includes	a	virtual	world,	
sensory	feedback,	interactivity,	and	immersion	(Sherman	&	Craig,	2003).		
	
Head	orientation	input	refers	to	the	way	that	the	orientation	of	the	user’s	heads	can	approximate	
the	user’s	gaze	direction	and	be	used	as	an	input	modality	to	control	a	UI.	One	way	to	simulate	this	
to	the	user	is	by	having	a	cursor	floating	in	the	middle	of	their	field	of	view	(Mine,	1995).	The	
interaction	method	that	uses	head	orientation	input	to	approximate	the	user’s	gaze	direction	is	in	
this	thesis	referred	to	as	head	gaze.	
	
User	experience	(UX)	can	be	defined	as	a	consequence	of	a	user’s	internal	state,	the	characteristics	
of	the	designed	system,	and	the	context	within	which	the	interaction	occurs	(Hassenzahl	&	
Tractinsky,	2006).	Furthermore,	it	is	also	extended	to	include	the	pragmatic	and	hedonic	quality	
(Hassenzahl,	2008)	where	usability	is	an	important	component	(Hartson	&	Pyla,	2012).	Finally,	the	
definition	also	emphasises	the	emotional	impact.	However,	UX	cannot	be	designed;	it	can	only	be	
experienced.	Qualitative	UX	is	therefore	considered	to	be	UX	fulfilling	the	users’	subjective	hedonic	
and	pragmatic	goals	with	respect	to	the	context	of	use	with	high	usability	and	a	desirable	emotional	
impact.	
	
In	order	to	achieve	the	thesis	aim,	the	following	objective	has	been	created:		

Investigate	and	analyse	the	concepts	involved	in	the	research	question	and	how	
they	are	affecting	the	user	experience.		

	
The	achievement	of	the	aim	of	this	research	enables	the	possibility	to	develop	guidelines	for	the	
design	of	graphical	user	interfaces	for	virtual	reality	–	controlled	by	head	orientation	input	–	for	a	
qualitative	user	experience.	
	



17	

	

2.8.1 Expected contributions 

Several	contributions	are	expected	from	the	research.	The	main	expected	contribution	is	guidelines	
that	should	be	taken	into	consideration	when	designing	VRGUIs	–	controlled	by	head	orientation	
input	–	for	qualitative	UX.	Furthermore,	the	research	is	expected	to	contribute	to	the	understanding	
of	VRGUIs	should	be	designed	for	the	application	of	VoD	services	–	controlled	by	head	orientation	
input	–	for	qualitative	UX.	Except	for	this	specific	application,	the	research	is	also	expected	to	
contribute	to	the	understanding	of	the	core	concepts	individually.	This	could	include	the	
understanding	of	how	VRGUIs	should	be	designed	for	other	applications	than	VoD	services	or	how	to	
design	UIs	controlled	with	head	orientation	input	in	other	contexts.	Additionally,	Accedo	will	also	
benefit	based	on	the	fact	that	their	existing	VRGUI	prototype	will	be	tested	and	evaluated	during	the	
research.	Finally,	the	research	is	expected	to	contribute	to	a	foundation	for	future	research	within	
the	field.	
		

2.8.2 Limitations 

The	research	aim	is	to	contribute	to	the	understanding	of	what	aspects	are	important	to	consider	
when	designing	VRGUIs	for	qualitative	UX.	This	is	limited	to	design	as	visual	appearance	and	
interaction,	and	not	to	design	as	a	process	of	developing	VRGUIs.	The	VRGUIs	in	focus	are	also	
limited	to	the	ones	experienced	with	the	use	of	HMDs.		
	
Also	the	input	of	head	orientation	is	limited	to	the	interaction	method	of	head	gaze	as	the	only	
interaction	method	used	to	control	the	system	with	no	additional	input	device	or	interaction	
method.		
	
The	application	of	the	research	also	serves	as	a	natural	limitation,	since	the	UX	will	only	be	
researched	for	VoD	services.	Moreover,	the	users	and	target	group	for	the	research	are	based	on	
Accedo’s	previously	used	expectations	that	the	users	are	between	20	to	45	years	old.	They	have	also	
chosen	only	to	focus	on	users	that	are	not	wearing	glasses	since	all	the	HMDs	do	not	yet	support	
users	with	glasses.	This	target	group	was	further	limited	to	people	that	were	experienced	users	of	
VoD	services	but	with	no	or	limited	experience	of	VR.	Furthermore,	the	target	group	was	limited	to	
people	that	use	technology	on	a	daily	basis	without	being	novice	users	or	technology	experts.	Finally,	
the	target	group	was	limited	to	people	that	could	comfortably	speak	and	read	Swedish	and	English	
since	the	usability	tests	and	interviews	were	performed	in	Swedish	but	Accedo’s	VR	prototype	that	
was	tested	is	developed	in	English.		
	
The	research	is	also	limited	to	the	application	of	VoD	services	containing	only	2D	video	content.	With	
regard	to	the	research	being	located	in	Sweden,	it	will	mainly	show	a	result	of	users	part	of	the	
Swedish	culture	and	not	cover	cultural	differences.	Furthermore,	the	author’s	knowledge	of	how	to	
measure	degrees	of	FOR	and	FOV	in	VR	is	limited	and	can	only	be	roughly	estimated.	The	final	
limitation	is	that	the	background	research	does	not	cover	all	existing	guidelines	for	VRGUIs	or	head	
orientation	input.		
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3 Method 

While	the	previous	chapter	presented	the	background	and	defined	the	different	concepts	involved	in	
the	research	question	and	aim	of	the	thesis,	this	chapter	defines	and	describes	the	methods	used	for	
the	research.	The	first	section	focuses	on	the	research	design	while	the	following	section	continues	
to	further	describe	each	of	the	methods	used.	Section	3.2	defines	the	heuristic	evaluation,	and	the	
third	section	focuses	on	interviews	while	Section	3.4	explains	usability	tests.	The	final	section	defines	
the	method	of	using	surveys	for	research	purposes.	
	

3.1 Research design 

In	order	to	answer	the	research	question,	the	goal	of	the	research	was	to	collect	data	about	what	
influence	the	user	experience	(UX)	when	head	orientation	input	and	head	gaze	is	used	to	control	a	
graphical	user	interface	(GUI)	in	virtual	reality	(VR).	Furthermore,	the	application	video	on	demand	
(VoD)	services	was	also	considered	an	important	concept	in	the	research.		
	
However,	there	is	a	shortage	of	VoD	services	in	VR	controlled	by	head	orientation	input	and	
therefore,	the	research	could	not	exclusively	focus	on	testing	different	applications.	Since	the	
research	question	involved	several	concepts	for	this	specific	application,	there	were	several	different	
combinations	of	these	concepts	together	or	alone	that	could	be	researched	to	gain	insights.		
	
Qualitative	research	focuses	on	gaining	context	and	insight	regarding	user	behaviour	(Unger	&	
Chandler,	2012).	Equally	important	is	that	it	provides	results	that	are	closer	to	the	core	of	the	users’	
subjective	experiences	compared	to	quantitative	research	approaches	(Anderson	et	al.,	2010).	
Therefore,	qualitative	research	was	selected	as	the	main	research	approach	for	the	thesis.	
Additionally,	a	limited	amount	of	quantitative	data	was	also	collected	and	analysed	together	with	the	
qualitative	data.		
	

User	research	can	be	used	to	better	understand	the	users	and	test	their	behaviour	in	a	specific	
domain	(Unger	&	Chandler,	2012).	It	is	a	process	with	the	aim	to	investigate	how	people	perceive	
and	use	services	and	products	(Goodman,	Kuniavsky	&	Moed,	2012;	Anderson,	McRee	&	Wilson,	
2010).	The	key	concepts	of	user	research	are	to	understand	the	users	needs	on	both	an	intellectual	
and	intuitive	level	and	see	things	from	their	perspective	(Anderson	et	al.,	2010).	One	important	part	
in	user	research	and	UX	design	is	the	concept	of	goals	since	products	are	only	seen	as	tools	to	
accomplish	higher-level	goals	for	users.	
	
The	first	step	in	performing	user	research	is	to	define	the	primary	user	groups	(Unger	&	Chandler,	
2012).	A	method	to	develop	the	first	definition	of	the	user	groups	is	to	create	a	provisional	definition	
based	on	knowledge	available	in	the	project	team.	The	next	step	is	to	plan	for	the	users	participation	
in	the	research	by	the	use	of	different	methods.	At	the	beginning	of	a	project,	this	could	be	
interviews,	surveys,	focus	groups	or	contextual	inquiry’s	(Unger	&	Chandler,	2012).		
	
There	are	several	reasons	to	use	more	than	only	one	method	for	the	research.	Using	two	or	more	
research	methods	provides	a	richer	picture	of	the	user	than	one	method	can	provide	on	its	own	
(Unger	&	Chandler,	2012).	Moreover,	triangulation	is	the	process	of	using	several	methods	to	find	
problems	in	a	system	(Wilson,	2014).	The	method	is	used	to	compare	separate	sources	of	findings	to	
discover	consistencies	and	discrepancies	(Barnum,	2011).	Additionally,	it	is	the	most	powerful	
method	to	determine	which	problems	are	the	real	problems	in	a	product	(Wilson,	2006).	The	
problems	that	are	repeatedly	found	are	more	likely	to	be	the	real	problems.	Another	reason	to	use	
the	method	is	to	eliminate	the	risk	that	the	found	problems	are	found	based	on	the	specific	method	
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used	(Banister,	Dunn,	Burman,	
Daniels,	Duckett,	Goodley,	Lawthom,	
Parker,	Runswick-Cole,	Sixsmith,	
Smailes,	Tindall	&	Whelan,	2011).	
Finally,	triangulation	leads	to	a	more	
contextual	level	of	the	collected	
information	(Biggerstaff,	2012)	and	
enriches	the	analysis	of	findings	
(Barnum,	2011).	Time	and	financial	
resources	are	usually	what	decides	
the	amount	of	methods	used	in	the	
same	research	(Barnum,	2011).		
	
For	UX	evaluation,	Hartson	&	Pyla	(2012)	recommends	to	improvise,	adapt,	and	to	customize	
methods	and	techniques	to	fit	the	evaluation	goals	and	needs.	This	could	implicate	excluding	steps,	
introducing	new	steps,	and	changing	the	details	of	a	step.	
	
The	methods	that	were	selected	for	this	research	are	heuristic	evaluations,	interviews,	usability	tests	
and	a	survey.	They	were	selected	with	the	aim	to	collect	UX	data	about	the	different	involved	
concepts.	Table	2	show	how	the	different	methods	gather	insights	about	different	concepts.	
	
Alternative	methods	that	could	have	been	used	were	for	example	focus	groups	(Unger	&	Chandler,	
2012)	or	perspective-based	UI	inspection,	cognitive	walkthrough,	or	a	formal	usability	inspection	
(Wilson,	2014).	Time	constraints	and	the	authors	existing	knowledge	of	the	other	methods	made	
these	methods	prioritized	lower	when	the	selection	was	made.	In	the	following	sections	of	the	
chapter,	each	method	will	be	defined	and	explained	further	including	the	motivation	behind	why	
they	were	selected	for	the	research.	
	

3.2 Heuristic evaluation  

Heuristic	evaluations	are	a	type	of	user	interface	or	usability	inspection	where	an	individual	or	a	team	
evaluates	a	prototype	or	a	product	based	on	a	list	of	heuristics	(Nielsen,	1993;	Nielsen	&	Molich,	
1990).	The	main	goal	of	using	the	method	is	to	find	as	many	usability	and	design	problems	as	
possible	with	limited	economic	and	time	resources	(Wilson,	2014).	
	
One	advantage	of	heuristic	evaluations	is	that	it	is	an	easy	and	intuitive	method	to	learn	(Hartson	&	
Pyla,	2012).	The	evaluations	are	relatively	time	effective	to	perform,	requires	no	special	resources	or	
real	users,	and	can	provide	additional	breadth	and	complement	other	assessment	techniques	
(Wilson,	2014).	Therefore,	the	method	is	efficient	to	use	in	the	beginning	of	a	UX	process	(Hartson	&	
Pyla,	2012).	When	the	method	is	used	before	usability	testing,	it	can	contribute	to	identifying	goals	
for	the	testing	(Barnum,	2011).	Additionally,	the	use	of	the	evaluation	before	the	usability	test	has	
the	advantage	that	the	facilitator	of	the	usability	test	will	be	familiar	with	the	UI	and	have	a	basic	
understanding	of	the	problems	that	the	users	might	experience	during	the	test.		
	

On	the	contrary,	there	is	a	debate	whether	the	heuristic	evaluation	is	a	good	method	to	find	the	
‘real’	problems	(Wilson,	2014).	One	example	is	that	a	problem	for	a	beginner	might	be	perceived	as	a	
positive	feature	for	an	expert	and	vice	versa.	The	quality	of	the	heuristic	evaluations	results	also	
varies	based	on	the	experience	of	the	evaluators.	Hartson	&	Pyla	(2012)	describe	that	there	will	
always	be	certain	UX	problems	that	appear	in	real	live	user-based	interactions	that	will	not	appear	in	
any	heuristic	evaluation	or	other	inspection	method.	Another	risk	is	that	heuristic	evaluation,	like	
other	inspection	methods,	creates	false	negatives,	which	are	situations	where	the	inspectors	

Table	2.	How	the	different	research	methods	cover	different	parts	

of	the	concepts	in	the	research.		
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identified	problems	that	turned	out	to	not	be	a	real	problem	or	not	as	important	as	the	evaluator	
thought	(Hartson	&	Pyla,	2012).	However,	these	possible	risks	are	perceived	as	minimised	with	the	
use	of	complementing	research	methods	and	
the	triangulation	of	the	results	between	
them.		
	
Several	steps	are	included	in	the	planning	of	a	
heuristic	evaluation	(Wilson,	2014).	The	first	
step	is	to	recruit	the	evaluating	team.	Width	
and	depth	of	the	functions	that	are	expected	
to	be	covered	by	the	evaluation	together	with	
the	evaluators’	experience,	domain	
knowledge,	and	the	complexity	of	the	UI	
determine	the	size	of	the	team	(Wilson,	
2014).	Most	heuristic	evaluations	are	
performed	by	a	team	of	typically	two	or	three	
inspectors	but	one	is	always	better	than	none	
and	sometimes	a	single	evaluator	is	enough	
for	early	project	stages	(Hartson	&	Pyla,	
2012).		
	
The	next	step	of	the	planning	is	to	decide	the	
list	of	heuristics	that	should	be	used	for	the	
evaluation	(Wilson,	2014).	Nielsen	and	Molich	
(1995)	developed	a	set	of	heuristics	that	are	
often	mentioned	(Barnum,	2011;	Hartson	&	
Pyla,	2012)	and	commonly	used	(Unger	&	
Chandler,	2012).	Nielsen	(1995)	later	decided	
to	refine	the	heuristics	(see	Table	3).	Other	
heuristics	are	for	example	Gerhardt-Powals	
(1996)	ten	research-based	heuristics	and	
Weinschenk	and	Barkers	(2000)	20	general	
heuristics.	Unger	and	Chandler	(2012)	
recommend	keeping	the	list	of	heuristics	to	a	
manageable	size	since	a	too	large	amount	of	
them	could	make	the	evaluation	unnecessary	
hard	to	perform.	
	
Next	Hartson	&	Pyla	(2012)	recommends	
evaluators	to	create	inspection	questions	
based	on	the	chosen	heuristics.	The	following	
part	of	the	planning	is	to	create	a	method	for	
how	the	problems	should	be	collected,	
organized,	and	presented	(Wilson,	2014).	One	
way	is	to	use	a	chart,	either	printed	or	digital,	
with	different	fields	where	the	inspectors	can	
document	the	problem,	the	related	heuristic,	
the	severity	of	the	problem,	and	where	the	
problem	was	found.		
	
Evaluators	that	have	not	performed	a	
heuristic	evaluation	previously	should	then	

Table	3.	Nielsen’s	10	usability	heuristics	(Nielsen,	1995).	
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practice	the	method	(Wilson,	2014).	Materials	and	information,	such	as	user	profiles	and	
environments	where	the	product	will	be	used	need	to	be	prepared.	Furthermore,	access	to	the	
product	needs	to	be	prepared.	The	final	step	of	the	preparations	is	to	decide	which	approach	the	
evaluators	should	follow.	One	approach	is	that	the	evaluators	follow	a	list	of	task	scenarios	and	
another	alternative	is	to	follow	a	list	of	goals	to	be	reached	during	the	evaluation	(Wilson,	2014).		
	
The	evaluations	should	be	performed	individually	(Wilson,	2014).	First,	the	evaluators	need	to	read	
the	background	information	including	goals,	personas,	and	environment	descriptions.	Next,	they	
need	to	inspect	the	task	scenarios.	During	the	evaluation,	each	problem	should	be	listed	individually.	
This	simplifies	the	process	of	identifying	if	the	problems	are	local	or	global.	After	all	the	individual	
evaluations	are	performed,	a	summarizing	list	of	all	the	found	problems	should	be	created.	The	list	
should	be	sorted	in	a	way	that	is	suitable	for	the	project.	It	could	be	sorted	based	on	the	severity	of	
the	problems	or	grouped	after	the	different	parts	of	the	system	(Wilson,	2014).	
	

3.3 Interview 

User	interviews	are	individual	conversations	with	users	from	the	primary	target	group	(Unger	&	
Chandler,	2012).	Goodman	et	al.	(2012)	describe	that	interviews	are	needed	to	really	understand	
users’	experiences.	It	is	a	method	appropriate	to	gather	data	about	the	users	honest	opinions,	
preferences,	and	attitudes	(Unger	&	Chandler,	2012).	
	

When	using	interviews,	it	is	sometimes	difficult	to	collect	straightforward	opinions	and	collect	
information	about	attitudes	and	context	(Unger	&	Chandler,	2012).	The	participants	will	not	always	
say	what	they	believe	and	sometimes	they	will	answer	to	a	different	question	than	the	one	being	
asked	(Goodman	et	al.,	2012).	This	can	usually	be	solved	by	observing	the	user	during	the	interview	
and	look	for	cues	in	behaviour	such	as	hesitation	or	body	language.	Another	solution	is	to	show	
interest	in	the	participants’	opinions	and	being	persistent	asking	the	same	question	again	with	slight	
changes	in	wording	and	emphasis	(Goodman	et	al.,	2012).	
	
Recruiting	is	the	process	of	finding,	inviting,	and	scheduling	the	right	people	to	use	in	the	research	
(Goodman	et	al.,	2012).	The	process	consists	of	three	basic	steps:	determining	the	target	audience,	
finding	members	of	that	audience,	and	convincing	them	to	participate	in	the	research.		
	
The	process	of	determining	the	target	audience	starts	with	writing	about	the	product’s	target	
audience	and	then	by	deciding	if	there	is	a	specific	part	of	the	target	group	that	will	result	in	better	
feedback	for	the	specific	research	(Goodman	et	al.,	2012).	It	is	also	important	to	consider	the	amount	
of	previous	experience	they	have	with	the	product,	with	competing	products,	and	if	there	are	
characteristics	that	should	be	avoided.	When	the	recruiting	starts,	a	recommendation	is	to	try	to	
avoid	recruiting	participants	with	the	exact	same	qualities	if	there	are	variations	allowed	within	the	
target	group	(Goodman	et	al.,	2012).	An	example	is	if	the	target	group	spans	over	ages	from	20	to	30	
years	old	people,	then	the	participants	should	be	of	different	ages	in	between	and	not	all	25	years	
old.	
	
Tools	for	recruiting	include	for	example	online	forums,	mailing	lists,	social	networking	services,	asking	
acquaintances,	or	using	ads	(Goodman	et	al.,	2012).	Friends	and	family	should	be	avoided	since	their	
relationship	to	the	interviewer	will	affect	their	behaviour.	When	deciding	a	number	of	participants	to	
recruit,	it	is	also	important	to	plan	for	recruited	participants	that	cancel	or	do	not	show	up	(Goodman	
et	al.,	2012).		
	
The	preparations	before	the	interviews	include	creating	a	list	of	questions	that	will	research	the	
users’	previous	experience	of	the	system,	their	goals,	and	needs	(Unger	&	Chandler,	2012).	It	is	also	



22	

	

important	to	decide	how	structured	the	interviews	should	be.	A	semi-structured	approach	can	be	
used	if	the	amount	of	data	is	more	important	than	consistency.	The	semi-structured	approach	starts	
with	the	interviewer	asking	prepared	questions	but	allows	the	conversation	to	follow	a	natural	
pattern	to	continue	researching	interesting	commentaries	from	the	participants	(Unger	&	Chandler,	
2012).		
	
Goodman	et	al.	(2012)	recommend	planning	the	interview	guide	to	be	followed	to	start	with	simpler	
questions	and	then	continue	with	more	serious	questions.	Furthermore,	the	questions	should	be	
open	and	flexible	so	the	participants	can	introduce	topics	and	questions	that	the	interviewer	would	
not	have	been	able	to	predict	(Hartson	&	Pyla,	2012).	If	a	participant	is	asked	to	choose	from	several	
options,	s/he	will	choose	one	even	if	none	of	the	options	suit	the	participant’s	opinion	(Goodman	et	
al.,	2012).	Moreover,	the	questions	should	not	cover	several	subjects	or	be	binary.	When	the	
interview	is	completely	planned,	it	should	be	tested	to	control	if	any	of	the	questions	are	hard	to	
understand	or	if	the	time	schedule	needs	to	be	adjusted	(Unger	&	Chandler,	2012).		
	
Before	the	interview	starts,	the	participants	need	to	be	informed	of	their	role	in	the	project	and	the	
terms	for	their	participation	(Vetenskapsrådet,	1990).	All	of	the	participants	should	be	offered	as	
much	confidentially	as	possible	and	be	asked	to	leave	consent	for	their	participation.	
	
During	the	interview,	it	is	important	to	make	the	participant	feel	comfortable	talking	to	the	
interviewer	since	it	will	help	the	person	to	answer	questions	in	an	honest	way	(Goodman	et	al.,	
2012).	A	technique	to	make	the	participant	feel	comfortable	is	to	show	interest	for	topics	non-
related	to	the	interview	since	it	will	help	the	person	feel	more	relaxed.	Furthermore,	the	interviewer	
needs	to	work	with	an	open	mind	to	not	exclude	topics	that	seem	too	trivial.	In	order	to	relieve	the	
interviewer’s	cognitive	abilities	during	the	interviews,	a	sound	recorder	can	be	used.	Then	the	
interviewer	can	keep	his	or	her	focus	on	the	participant	and	the	questions	instead	of	focusing	on	
taking	notes	(Goodman	et	al.,	2012).		
	

3.4 Usability test 

Usability	tests	are	based	on	users	trying	to	perform	typical	tasks	in	a	system	while	a	moderator	
observes	and	in	some	case	ask	questions	to	understand	the	users’	behaviour	(Unger	&	Chandler,	
2012).	The	tests	are	suited	to	evaluate	existing	systems	or	prototypes	that	need	to	be	improved.	
Formative	testing	is	when	a	product	is	in	development,	and	the	goal	is	to	find	and	rectify	problems	
(Barnum,	2011).	These	are	typically	based	on	small	studies	repeated	during	development.	The	
resulting	data	often	take	the	form	of	problem	descriptions	and	design	recommendations	(Sauro	&	
Lewis,	2012).		
	
Usability	tests	are	commonly	used	in	the	design	phase	of	a	project	when	a	design	is	created,	tested	
and	then	improved	and	tested	again	(Unger	&	Chandler,	2012).	Barnum	(2011)	recommends	
combining	usability	tests	with	heuristic	evaluations	since	each	of	the	methods	brings	value	to	the	
process	of	creating	products	that	are	useful,	usable,	and	desirable.	The	combined	result	of	the	two	
methods	will	also	provide	a	stronger	confirmation	of	the	problems	that	are	the	‘real’	problems	
(Barnum,	2011).	
	

The	first	step	of	planning	a	usability	test	is	to	establish	test	goals,	decide	the	product	that	should	be	
tested,	including	where,	and	how	the	test	should	be	performed	(Barnum,	2011;	Unger	&	Chandler,	
2012).	Barnum	(2011)	describe	that	the	test	goals	should	explain	the	part	of	the	users’	experience	
that	is	of	focus	to	research	in	the	test.	When	the	product	and	the	test	goals	are	established,	the	next	
step	is	to	plan	where	the	tests	should	be	located.	Usability	tests	can	be	done	in	labs,	conference	
rooms,	or	in	the	field.	Furthermore,	the	location	also	includes	preparing	the	right	equipment	for	the	
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test	(Hartson	&	Pyla,	2012).	If	quantitative	UX	data	is	planned	to	be	collected	it	is	useful	to	have	
timers	or	software	prepared	(Vermeeren	et	al.,	2002).	However,	it	is	also	possible	to	collect	high-
precision	timing	data	from	video	recordings	of	the	session.	Usability	tests	can	be	performed	for	
benchmarking	to	establish	metrics	of	the	product	or	as	a	comparison	of	designs	(Barnum,	2011).	The	
typical	test,	often	performed	in	formative	usability	testing,	is	to	give	the	users	a	number	of	tasks	
within	scenarios	and	gather	feedback	on	their	experience	of	the	product.	
	
Usability	tests	can	be	used	as	a	quantitative	or	qualitative	method	(Unger	&	Chandler,	2012).	The	
advantages	of	using	the	test	as	a	quantitative	method	is	that	it	generates	results	that	can	be	
controlled	statistically	at	later	iterations	and	it	lowers	the	likelihood	that	an	individual	moderator	has	
affected	the	result.	The	advantages	of	using	the	usability	test	as	a	qualitative	method	is	that	is	usually	
less	expensive	since	fewer	users	are	needed	for	the	test.	It	is	also	a	more	available	method	for	
moderators	with	limited	experience	of	performing	the	test	and	leads	to	data	with	a	higher	
information	density	(Unger	&	Chandler,	2012).		
	
According	to	Nielsen	and	Landauer	(1993),	the	number	of	usability	problems	that	will	be	found	in	a	
usability	test	in	relation	to	the	amounts	of	users	participating	can	be	calculated	using	a	mathematical	
model.	While	Nielsen	and	Landauer’s	study	shows	that	at	least	15	users	need	to	be	in	the	test	to	
discover	all	the	usability	problems,	Nielsen	(2000)	claim	that	the	best	result	comes	from	testing	no	
more	than	five	users	per	test	and	running	as	many	small	tests	as	can	be	afforded.	A	usability	test	with	
five	users	will	lead	to	about	85%	of	the	usability	problems	being	found	(Nielsen,	2000).	
Recommendations	for	recruiting	of	the	participants	follow	the	same	recommendations	as	previously	
described	for	interviews	in	Section	3.3.		
	
Essential	elements	that	need	to	be	incorporated	for	good	results	in	small	usability	studies	include	
defining	a	user	profile,	creating	task-based	scenarios,	using	a	think-aloud	process,	and	making	
changes	and	testing	again	(Barnum,	2010).	The	user	profile	is	the	basis	for	recruiting	participants	for	
the	study	and	is	previously	covered	in	Section	3.3.	Task-based	scenarios	are	tasks	embedded	within	
scenarios.	They	usually	include	realistic	descriptions	based	on	users’	goals.	Using	a	think-aloud	
process	means	encouraging	participants	to	share	their	thoughts	verbally	with	the	moderator	during	
the	test.	An	advantage	of	the	method	is	that	it	will	become	easier	for	the	moderator	to	understand	
why	the	users	do	what	they	do	without	the	moderator	having	to	guess	what	they	are	thinking	
(Barnum,	2011).		
	
Before	the	tests,	a	participant	incentive	should	be	determined	and	prepared	(Barnum,	2011).	The	
incentive	should	be	experienced	as	a	gift	and	not	as	a	bribe.	This	in	order	to	not	influence	the	
remarks	the	participants	make.	Appropriate	incentives	include	cash,	gift	cards,	or	debit	cards.	
	
During	the	usability	test,	the	first	step	is	to	meet	and	greet	the	participant	(Barnum,	2011).	The	
following	part	is	to	give	the	user	a	pre-test	briefing.	In	order	to	always	share	the	same	information	
with	all	the	participants,	the	moderator	should	use	a	script	for	this	part	of	the	test	(Barnum,	2011).	
After	the	participant	is	verbally	informed,	s/he	should	be	asked	to	sign	a	consent	form	containing	the	
same	information	(Hartson	&	Pyla,	2012).	Vetenskapsrådet	(1990)	strongly	recommends	following	
four	specific	requirements	in	the	research.	The	first	requirement	is	to	inform	the	participant	of	the	
purpose	and	aim	of	the	research.	Secondly,	the	participant	should	always	leave	consent	for	the	
participation	and	that	they	are	aware	that	the	participation	is	voluntary.	The	third	requirement	is	
that	the	participants	should	be	offered	as	much	confidentially	as	possible	and	that	their	private	
information	should	be	protected	from	others.	Finally,	the	participants	should	be	informed	of	how	the	
gathered	data	will	be	used	(Vetenskapsrådet,	1990).		
	
The	final	step	before	the	test	starts	is	to	inform	the	participants	about	the	think-out-loud	process	
(Barnum,	2011).	A	typical	test	usually	lasts	between	30	minutes	to	four	hours	for	an	individual	
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participant	(Hartson	&	Pyla,	2012).	However,	Hartson	and	Pyla	recommends	keeping	the	session	
under	two	hours,	since	it	will	become	more	difficult	for	the	participant	to	stay	focused	if	the	test	is	
longer.		
	
During	the	test,	different	types	of	data	can	be	gathered.	Sauro	and	Lewis	(2012)	recommend	not	to	
let	the	sample	size	stop	a	test	from	using	statistics	to	quantify	the	data	and	inform	design	decision.	
Completion	rates,	for	example,	are	the	most	fundamental	of	usability	metrics	(Nielsen,	2001).	Also	
task	times,	the	amount	of	errors,	and	satisfaction	rates	can	be	used	as	measurements	(Sauro	&	
Lewis,	2012).	Moreover,	problems	can	also	be	quantified	in	terms	of	frequency	and	severity.		
	

3.5 Survey  

Surveys	are	series	of	questions	used	to	find	patterns	in	behaviour	and	preference	among	larger	
numbers	of	people	(Unger	&	Chandler,	2012).	They	are	useful	when	the	aim	is	to	research	
preferences	rather	than	performance.	Surveys	also	serve	as	good	supplements	to	other	forms	of	
research.	Sauro	and	Lewis	(2012)	claim	that	surveys	are	one	of	the	easiest	methods	to	collect	
attitudinal	data.	Furthermore,	many	participants	do	not	always	like	to	state	negative	opinions	out	
loud	but	are	often	willing	to	express	them	when	faced	with	a	ranking	system	(Unger	&	Chandler,	
2012).	Another	advantage	is	that	surveys	are	valuable	to	supplement	objective	UX	evaluations	data	
with	subjective	data	directly	from	the	users	(Hartson	&	Pyla,	2012).	Additionally,	the	method	is	easy	
to	use	for	both	analyst	and	participant	and	does	not	require	a	specific	location.		
	
Surveys	can	yield	both	quantitative	data	as	well	as	qualitative	user	opinions	(Hartson	&	Pyla,	2012).	
Typically	they	contain	a	combination	of	open-ended	comments,	binary	responses	and	Likert-type	
rating	scales	(Sauro	&	Lewis,	2012).		
	

When	planning	a	survey,	it	is	important	to	consider	the	users	targeted	and	which	method	for	
distributing	the	survey	will	give	the	best	result	(Unger	&	Chandler,	2012).	For	example,	if	the	target	
users	tend	to	be	active	Internet	users,	sending	them	an	online	survey	could	be	the	best	solution.	
	
Another	important	factor	when	creating	a	survey	is	to	take	into	consideration	the	amount	of	time	the	
participants	are	willing	to	spend	answering	it	(Unger	&	Chandler,	2012).	If	compensation	is	offered	to	
the	participants,	the	survey	can	generally	be	longer,	but	if	no	compensation	is	offered,	the	survey	
need	to	be	kept	short	to	help	ensure	people	will	complete	it.	Unger	and	Chandler	recommend	
keeping	the	completion	time	required	between	five	to	ten	minutes.	Another	part	of	the	planning	is	to	
decide	how	long	the	survey	will	run.	Alternatives	include	letting	the	survey	run	until	a	certain	amount	
of	responses	is	collected	or	until	a	certain	deadline,	depending	on	which	has	the	highest	priority	
(Unger	&	Chandler,	2012).	As	previously	described	for	interviews	and	usability	tests	in	Section	3.3	
and	Section	3.4	It	is	also	important	to	inform	the	respondents	of	the	purpose	and	aim	of	the	research	
(Vetenskapsrådet,	1990).		
	
Finally,	it	is	important	to	consider	which	tool	will	be	used	to	collect	and	analyse	the	data	(Unger	&	
Chandler,	2012).	If	the	survey	is	running	online,	the	tool	may	have	options	for	viewing	and	analysing	
the	result.	Otherwise,	a	method	for	how	to	enter	the	data	into	another	analysing	tool	is	needed.	
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4 Procedure 

This	chapter	aims	to	describe	how	the	different	methods	were	executed	during	the	research.	The	
first	section	will	describe	the	prototype	that	was	used	in	the	heuristic	evaluation	and	the	usability	
tests.	Section	4.2	explains	the	procedure	of	the	heuristic	evaluation.	The	following	section	describes	
how	the	interviews	and	the	usability	tests	were	performed.	Finally,	Section	4.4	describes	how	the	
survey	was	executed.				
	

4.1 Accedo’s virtual reality video on demand prototype  

As	previously	stated,	there	is	a	shortage	of	available	video	on	demand	(VoD)	services	in	virtual	reality	
(VR)	controlled	with	head	orientation	input	and	head	gaze.	However,	the	company	Accedo	had	a	high	
fidelity	prototype	of	exactly	that	kind	of	application.	The	prototype	is	developed	with	the	project	
name	Himalaya,	and	it	has	been	presented	publicly	but	not	officially	usability	tested.	With	respect	to	
the	aim	of	the	research,	the	prototype	has	been	used	as	a	product	to	be	usability	tested	in	order	to	
gather	UX	data	and	insights.	
	
The	prototype	is	available	in	the	form	of	an	application	under	development.	It	can	be	downloaded	to	
any	smartphone	using	Android	or	iOS	with	Accedo’s	permission.	The	prototype	can	then	be	explored	
using	any	head-mounted	display	(HMD),	or	so-called	VR	set,	that	is	used	with	a	smartphone.	
Resolution	of	the	smartphone	screen	and	the	quality	of	the	HMD	are	two	factors	influencing	the	
quality	of	the	experience.	
	
When	entering	the	application,	a	big	video	screen	is	displayed	in	the	centre	of	the	users’	field	of	view	
(FOV)	and	depending	on	how	the	users’	change	the	orientation	of	their	heads,	different	functions	
and	menus	will	appear	(see	Figure	7).	
The	different	information	areas	will	
appear	as	animations	when	the	users’	
change	the	orientation	of	their	heads.	
Sundström	(2015)	previously	(see	
Section	2.2)	described	different	
display	methods	in	VR	and	this	
prototype’s	content	is	displayed	
floating	in	the	air	but	is	locked	to	the	
world.	Furthermore,	it	is	displayed	as	
a	curved	tile	menu,	directed	towards	
the	user.		
	
A	crosshair	is	constantly	displayed	in	
the	centre	of	the	user’s	FOV	and	
when	the	user	turns	his	or	her	head,	
the	crosshair	follows	and	remains	at	a	
constant	position	in	the	centre	of	his	
or	her	FOV.	The	crosshair	is	used	as	a	
cursor	and	when	the	users	place	the	
crosshair	over	a	UI	element	that	the	
user	can	interact	with	it	will	display	
hovering	information	about	it	and	
start	a	circular	progress	bar	counting	
down	the	time	until	the	selection,	

Figure	7.	How	the	different	menu’s	appear	when	the	user	turns	his	or	

her	head	in	Accedo’s	prototype.	
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equal	as	a	mouse	click,	will	occur.	The	predetermined	time	before	the	click	starts	after	the	head	gaze	
is	placed	over	a	UI	element	is	200	milliseconds	and	the	time	it	takes	before	the	selection	is	
performed	is	2000	milliseconds.	Different	feedback	follows	from	different	UI	element	selections.	
	
If	a	user	places	the	head	gaze	cursor	straight	forward	at	the	screen	s/he	will	see	the	video	screen	and	
if	the	head	gaze	is	retained	at	the	same	location	for	a	predetermined	period	of	time,	the	screen	will	
zoom	in	and	become	larger	to	the	user.	This	while	the	surroundings	will	turn	completely	black	so	the	
only	thing	the	user	sees	is	the	video	screen.	If	the	user	changes	the	orientation	of	his	or	her	head	
slightly	down,	a	menu	will	open	up	over	the	lower	part	of	the	screen	(see	the	centre	image	in	Figure	
8).	The	menu	contains	functions	to	play,	pause,	fast-forward,	rewind,	and	rewind	10	seconds.	This	
menu	will	be	referred	to	as	the	play	menu.		
	
If	the	user	locates	the	head	gaze	over	the	arrows	pointing	to	the	left,	the	video	will	start	rewinding.	
First,	it	will	follow	a	speed	of	two	times	the	normal	running	time	but	later	it	will	accelerate	step	by	
step	until	it	reaches	a	speed	of	16	times	the	original	speed	if	the	user	retains	the	head	gaze	over	the	
arrows.	The	fast-forwarding	arrows	pointing	to	the	right	use	the	same	functionality	but	reversed.	The	
rest	of	the	icons,	except	the	orange	button	in	the	centre	will	trigger	the	circular	progress	bar	to	start	

Figure	8.	An	overview	over	all	the	information	areas	and	menus	that	open	when	the	user	changes	his	or	her	

head	orientation	in	Accedo’s	virtual	reality	prototype	of	a	video	on	demand	service.	
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and	if	the	user	retains	the	head	gaze	over	the	icon	until	the	progress	bar	is	full,	the	selection	will	be	
completed.	The	orange	icon	in	the	centre	is	not	possible	to	interact	with	and	is	just	a	visual	detail.		
	
If	the	user	turns	his	or	her	head	to	the	left	of	the	screen,	a	menu	of	round	buttons	will	appear	(see	
the	left	image	in	Figure	8).	This	menu	is	referred	to	as	the	main	menu	and	it	contains	buttons	for	the	
functions	of	different	content	categories.	The	different	buttons	can	be	chosen	to	display	movies,	TV	
shows,	channels,	or	to	exit	the	VR	experience.	After	a	selection	is	completed,	the	user	should	turn	his	
or	her	head	down	below	the	screen	to	continue	looking	for	a	specific	video	in	the	display	menu.	
	
The	display	menu	encompasses	video	posters	and	titles	of	different	videos	in	a	3D	carousel	menu	
(see	the	image	at	the	bottom	in	Figure	8).	The	menu	changes	content	based	on	which	selection	is	
chosen	in	the	main	menu.	In	the	menu,	the	user	can	scroll	to	the	right	and	left	side	to	access	more	
content.	The	scrolling	will	begin	when	the	user	places	the	head	gaze	cursor	on	the	left	or	right	side	of	
the	displayed	menu	content.	Moreover,	the	scrolling	will	continue	until	the	user	moves	the	head	
gaze	cursor	to	the	centre	of	the	displayed	content.	A	progress	bar	below	the	menu	shows	how	much	
content	is	available	and	where	among	the	content,	the	user	is	currently	placed.	A	selection	of	one	
video	is	performed	if	the	user	places	the	head	gaze	cursor	over	it	and	stays	over	it	until	the	full	
selection	time	is	completed.	Then	the	video	will	start	to	play	above	the	display	menu	on	the	video	
screen.		
	

If	the	user	turns	his	or	her	head	up,	the	settings	menu	will	appear	(see	the	top	image	in	Figure	8).	It	
contains	round	buttons	with	different	on	and	off	functionality.	The	user	can	choose	to	turn	on	a	leak	
light	function	displaying	a	background	light	behind	the	screen	or	turn	on	and	off	sound	effects	for	
buttons	and	interactions.	S/he	can	also	change	the	shape	of	the	screen	to	be	flat	or	curved	and	turn	
on	and	off	scenery	of	Himalaya	Mountains	that	appear	behind	the	screen	and	the	menus	on	the	
black	background.		
	
If	the	user	turns	his	or	her	head	to	the	right	side	past	the	screen	edge,	information	about	the	video	
currently	playing	will	appear	(see	the	image	on	the	right	side	in	Figure	8).	The	information	is	only	for	
display	and	the	user	can	not	interact	with	it	more	than	read	it.	If	a	movie	or	TV	show	is	currently	
running	on	the	screen	the	area	contains	the	video	title,	year	of	release,	a	short	summary	of	the	
videos	story,	the	director	of	the	video,	actors	in	the	video,	and	also	the	video	poster.	If	a	channel	is	
currently	running	on	the	screen,	the	information	area	will	show	the	name	of	the	channel	and	a	
describing	text	about	it.		
	
The	video	content	in	the	prototype	is	2D	and	only	a	few	trailers	of	several	combined	videos	are	
currently	available	as	placeholders	in	the	application.	When	a	user	selects	and	starts	a	specific	video,	
the	video	content	displayed	will	always	be	one	of	the	trailers.		
	

4.2 Heuristic evaluation procedure 

The	first	method	used	in	the	research	was	the	heuristic	evaluation.	Based	on	time	constraints	and	
with	the	approach	of	using	the	method	quick	and	informal	it	was	performed	by	the	author	alone.	No	
recruiting	of	evaluators	was	therefore	required.	Nielsen’s	10	usability	heuristics	(1995)	(previously	
presented	in	Table	2	in	Section	3.2)	were	selected	for	the	evaluation	based	on	the	author’s	previous	
knowledge	and	the	recommendations	from	Unger	and	Chandler	(2012)	of	keeping	the	list	of	
heuristics	to	a	manageable	size	to	not	overcomplicate	the	procedure	of	performing	it.		
	
Based	on	Hartson	and	Pyla’s	(2012)	recommendations,	inspection	questions	were	created	for	the	
evaluation.	The	first	questions	was	‘Is	it	clear	to	the	user,	what	is	happening	in	the	system?’.	One	
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questions	per	heuristic	was	created	and	used	during	the	evaluation	(see	Appendix	A	for	the	complete	
list	of	questions).			
	
The	remaining	part	of	the	planning	and	performing	of	the	evaluation	followed	Wilson’s	(2014)	
recommendations	(see	Section	3.2).	The	problems	were	documented	in	a	digital	chart	with	fields	for	
the	problem	description,	the	problem-related	heuristic,	the	severity	of	the	problem,	and	where	in	
the	system	the	problem	was	found.	Since	the	author	was	already	experienced	with	the	method,	
there	was	no	need	to	practise	the	method	before	performing	the	evaluation.	A	list	of	tasks,	based	on	
assumed	important	actions	the	user	would	want	to	perform,	was	created	for	the	evaluation.	The	list	
included	starting	a	video,	pausing	a	video,	fast-forwarding	and	rewinding	in	a	video,	changing	to	
another	video,	and	finding	a	specific	video.		
	
Finally,	the	access	to	the	product	was	prepared	and	previous	documentation	was	inspected.	
Documentation	included	documents	from	the	development	of	the	prototype	with	thoughts	
concerning	the	development,	the	target	group	and	information	about	competitors’	solutions.	
	
The	evaluation	was	performed	by	the	author	answering	the	inspection	questions	while	trying	to	
perform	the	list	of	tasks	previously	created.	All	the	problems	were	listed	separately.	When	the	
evaluation	was	completed,	the	list	was	sorted	based	on	the	severity	of	the	found	problems	and	
problems	that	appeared	to	be	global	but	was	listed	two	or	more	times	as	local	were	merged	into	one	
global	problem	instead.	
	

4.3 Interview and usability test procedure 

The	interviews	and	the	usability	tests	were	combined	and	performed	after	each	other	during	the	
same	session	with	the	same	participants.	This	was	done	with	respect	to	the	time	constraints	and	
limited	resources	of	the	research	but	also	with	the	aim	to	reach	a	higher	quality	of	the	gathered	data.	
Users	were	first	interviewed	and	then	participated	in	the	usability	test.	The	interview	served	as	a	
natural	introduction	for	the	participants	to	start	thinking	about	their	VoD	preferences	and	behaviour,	
and	what	they	were	expecting	from	a	video	in	VR.	Furthermore,	the	data	from	the	interviews	and	the	
usability	tests	could	be	compared	for	each	participant,	with	the	aim	to	reach	a	better	understanding	
of	the	users	and	the	user	experience	(UX)	of	the	prototype.		
	
Following	the	recommendations	of	Goodman	et	al.	(2012)	(see	Section	3.3),	the	first	step	was	
determining	the	target	audience.	The	target	audience	for	the	Himalaya	demo	prototype	developed	
by	Accedo	was	found	in	one	of	Accedo’s	documents	describing	the	audience	as	20	to	45	year	old	
people	without	glasses	since	many	HMDs	do	not	work	with	glasses	yet.	Furthermore,	the	group	was	
described	as	comfortable	speaking	English,	since	English	is	the	language	used	in	the	prototype.	They	
were	also	described	as	comfortable	watching	online	videos,	such	as	the	ones	in	VoD	services,	and	not	
just	linear	TV.	The	part	of	the	target	group	that	was	selected	as	the	one	that	would	give	the	best	
feedback	considered	previous	experience	the	users	might	have	with	a	product	or	competing	
products	and	if	there	were	characteristics	that	should	be	avoided.	Based	on	this,	the	group	was	
limited	to	people	with	no	earlier	or	very	limited	experience	of	VR	to	capture	the	first	impression,	
experience,	and	behaviour.	The	group	was	also	limited	to	users	who	understood	and	could	speak	
both	English	and	Swedish	since	the	interview	was	performed	in	Swedish	in	Sweden.	Furthermore,	the	
group	was	limited	to	experienced	VoD	service	users.	They	were	defined	as	people	using	computers	
and	smartphones	on	daily	bases	without	being	beginners	with	technology	or	technology	experts.	The	
limitations	defined	the	user	profile	for	the	recruiting	process	to	begin,	also	following	Barnum’s	(2011)	
recommendations	for	usability	tests.		
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Following	Nielsen’s	(2000)	recommendations,	the	amount	of	users	to	be	used	in	the	research	was	
decided	to	be	five.	An	additional	user	was	added	in	order	to	plan	for	possible	fallouts,	following	
recommendations	from	Goodman	et	al.	(2012).	The	recruiting	also	followed	recommendations	from	
Goodman	et	al.	(2012)	(see	Section	3.3).	Facebook	was	used	to	recruit	acquaintances	and	the	
author’s	friends	and	family	shared	the	post,	which	made	it	reach	further	than	only	the	author’s	social	
network.	When	selecting	participants	among	interested	people,	variation	among	them	was	strived	
for.		
	
Three	men	and	three	women	of	the	ages	between	27	and	45	years	old	were	recruited.	Following	
Barnum’s	(2011)	recommendations,	the	participants	were	offered	gift	certificates	for	the	cinema	as	
an	incentive.	Each	participant	was	booked	for	a	separate	session	scheduled	to	last	90	minutes.	The	
time	of	the	session	was	based	on	recommendations	from	Hartson	and	Pyla	(2012)	to	keep	each	
session	under	two	hours.		
	
The	interview	questions	were	created	based	on	Unger	and	Chandler’s	(2012)	recommendations	(see	
Section	3.3).	With	the	aim	to	research	the	users’	previous	experience,	goals,	and	needs	a	semi-
structured	approach	was	selected.	Following	suggestions	from	Goodman	et	al.	(2012),	the	interview	
guide	started	with	simpler	questions	and	then	continued	with	more	serious	questions.	Furthermore,	
the	questions	were	created	to	be	open	and	flexible,	based	on	Hartson	and	Pyla’s	(2012)	
recommendations.		
	
The	first	part	of	the	interview	involved	questions	about	the	users’	previous	experience	and	
knowledge	of	VoD	services.	It	was	followed	with	questions	researching	their	behaviour,	goals,	
opinions	and	values	regarding	VoD	services.	One	question	was	for	example	‘Where	do	you	usually	
use	VoD	services?’.		
	
The	second	part	of	the	interview	covered	the	users	previous	experience	of	VR	and	their	opinions	and	
expectations	of	video	in	VR.	One	question	was	for	example	‘How	do	you	feel	about	watching	video	
content	in	VR?’.	Finally,	the	participants	were	asked	about	their	previous	experience	and	knowledge	
of	using	their	head	or	eyes	to	interact	with	systems	(see	the	complete	list	of	questions	asked	during	
the	interview	in	Appendix	B).	
	
The	usability	test	was	planned	to	follow	recommendations	from	Barnum	(2011)	and	Unger	and	
Chandler	(2012).	The	first	step	according	to	them	is	to	establish	test	goals	for	the	test.	The	goals	were	
based	on	the	result	of	the	heuristic	evaluation.	Goals	for	the	usability	test	were	to	test	if	the	VRGUI	
was	easy	to	learn	and	if	the	users	ability	to	perform	tasks	improved	as	they	became	familiar	with	the	
system.	Furthermore,	the	test	was	aimed	to	research	if	users	could	find	the	information	they	needed	
in	order	to	complete	a	task	without	assistance.	Another	goal	was	to	see	if	the	users	could	effectively	
and	successfully	reach	different	goals	that	were	assumed	to	be	typical	for	VoD	users.	Moreover,	
another	aspect	was	to	research	if	the	users	experienced	errors	and	how	well	they	were	able	to	
recover	from	them.	Finally,	a	test	goal	was	to	research	the	participants	experience	during	the	test	
and	the	different	tasks	included.		
	
The	next	step	was	to	decide	a	location	for	the	testing.	Conference	rooms	at	the	Accedo	office	in	
Stockholm	were	booked	for	the	purpose.	Following	Hartson	and	Pyla’s	(2012)	recommendations,	the	
equipment	for	the	rooms	was	prepared	as	well.	
	
A	decision	was	made	to	mostly	gather	qualitative	data	but	also	a	small	amount	quantitative	data,	
such	as	completion	rates	and	completion	times.	The	prototype	was	installed	on	an	iPhone	6	plus,	
since	it	was	the	smartphone	with	the	largest	screen	available	and	since	the	author	is	previously	most	
familiar	working	with	iOS	devices.	An	iPhone	6	plus	screen	has	a	1920-by-1080-pixel	resolution	at	401	
PPI	(Apple,	2016).	The	HMD	selection	was	also	based	on	availability.	Homido	is	an	HMD	that	allows	



30	

	

users	to	enter	VR	with	their	smartphones	(Homido,	
2014).	It	has	settings	to	set	the	eye	to	lens	
distance,	custom-made	VR	lenses	that	offer	a	100-
degree	field	of	view	(FOV),	interchangeable	
contact	surface,	interchangeable	distance	setting	
and	is	compatible	with	most	recent	smartphones	
(Homido,	2014).	
	
To	allow	the	moderator	to	focus	on	moderating	
the	test	and	asking	questions,	following	
recommendations	from	Goodman	et	al.	(2012),	
sound	and	video	recording	was	used	during	the	
sessions.	For	the	interview	questions	when	the	
prototype	was	not	being	tested,	an	iPhone	5s	was	
used	for	sound	recording	and	when	the	prototype	
was	tested,	a	system	camera	with	recording	
functionality	and	a	tripod	was	used.	In	order	to	
see	and	hear	what	the	participants	were	seeing	
and	hearing	during	the	usability	test,	the	iPhone	
was	connected	to	a	TV	screen	in	the	room	with	an	
HDMI	cable	and	an	HDMI	to	lightning	adapter.	
Usually	the	HMD	is	used	with	earphones	
connected	to	the	smartphone	with	the	
application	for	the	most	immersive	experience	
but	since	this	would	have	prevented	the	
moderator	from	hearing	what	the	participant	was	
hearing	and	also	limit	the	possibility	of	giving	
instructions	and	asking	questions	to	the	
participant	during	the	test,	the	sound	was	led	to	
the	TV	instead.	This	might	have	affected	the	
experience	but	was	a	solution	to	a	problem	that	
might	not	have	had	any	other	easy	solution.	The	
full	set	of	equipment	and	how	everything	was	set	up	during	the	test	can	be	seen	in	Figure	9.	

Figure	9.	The	setup	of	equipment	and	how	it	was	used	during	the	usability	test.	

Table	4.	List	of	task-based	scenarios	used	in	the	

usability	test.	
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Barnum	(2011)	claims	that	task-based	scenarios	are	required	to	have	good	results	from	a	usability	
test.	Therefore,	task-based	scenarios	were	developed,	focusing	on	the	test	goals	and	the	users’	goals.	
A	total	of	nine	task-based	scenarios	were	prepared	(see	Table	4).	Following	recommendations	from	
Vetenskapsrådet	(1990)	(see	Section	3.3)	a	consent	form	was	prepared	for	the	usability	test.	The	
moderator	script	for	the	test	was	also	prepared	with	reminders	to	explain	the	think-aloud	method	
for	the	participants	before	the	test	started.		
	
Finally,	following	recommendations	from	Barnum	(2011)	and	Unger	and	Chandler	(2012),	the	whole	
interview	and	usability	test	were	tested	during	a	pilot	test.	The	pilot	test	was	performed	with	the	aim	
to	configure	questions	and	control	the	time	required	for	the	whole	session.	No	changes	were	made	
after	the	pilot	test	since	no	problems	were	discovered.	
	
Following	the	recommendations	previously	described	in	Section	3.4,	the	participant	was	first	greeted	
and	pre-test	briefed	by	the	moderator	following	a	prepared	script.	All	participants	were	asked	to	sign	
a	consent	form	after	they	were	informed	of	the	purpose	of	the	study,	how	the	data	would	be	used,	
that	their	participation	was	completely	voluntary	and	that	they	were	offered	a	certain	level	of	
confidentiality.	The	interview	was	sound	recorded	and	when	it	was	finished,	the	participant	was	
informed	about	the	usability	test.	They	were	told	they	would	control	the	UI	with	their	heads	and	
approximated	gaze	but	were	not	given	details	about	how	this	would	work.			
	
The	moderator	started	the	video	recording	after	confirming	with	the	participants	one	last	time	and	
then	started	the	application	on	the	smartphone,	placed	it	in	the	HMD	and	asked	the	participants	to	
place	it	on	their	heads.	Participants	were	informed	about	simulator	sickness	and	reminded	of	the	
purpose	of	the	test.	They	were	also	informed	of	the	limitations	of	the	prototype,	such	as	the	lack	of	
real	video	content.	Furthermore,	they	were	informed	about	the	procedure	of	the	scenarios	and	the	
way	the	moderator	would	follow	their	actions	looking	at	the	TV	screen	connected	to	the	iPhone	in	
their	HMDs.	Finally,	they	were	informed	about	the	think-out-loud	method.		
	
The	moderator	started	the	video	recording	and	then	started	the	application,	placed	it	in	the	HMD	
and	asked	the	participants	to	put	it	on	their	heads.	Before	they	entered	the	VR	world,	they	were	
informed	of	the	first	task-based	scenario	in	order	to	be	able	to	start	straight	away	and	in	order	to	
capture	first	impressions.	The	first	task-based	scenario	was	to	explore	the	application	and	share	
reactions	and	thoughts.	They	were	asked	to	describe	what	they	thought	they	could	do	in	the	
application.		
	
The	second	scenario	was	to	figure	out	the	title	of	the	video	that	was	currently	running.	The	third	
scenario	of	the	test	was	for	the	participant	to	find	and	start	another	video.	After	that,	the	
participants	were	asked	to	fast	forward	in	the	video.	The	fifth	and	sixth	scenario	was	to	play	and	
pause	the	video.	Scenario	seven	described	that	they	wanted	to	watch	episode	one	of	season	one	of	
the	TV	show	The	Simpsons.	They	were	asked	to	find	and	start	the	episode.	The	following	scenario	
asked	them	to	find	the	TV	show	Mad	Men.	In	the	last	scenario,	the	participants	were	encouraged	to	
explore	further	and	find	as	much	functionality	as	possible.		
	
After	the	test,	participants	were	asked	question	about	their	experience	and	their	answers	were	
sound	recorded	(the	full	list	of	questions	can	be	seen	in	Appendix	C).	One	question	was	for	example	
‘Was	there	something	that	surprised	you?’	and	another	was	‘Did	it	feel	like	you	could	control	
everything	you	wanted	to	control	in	the	user	interface?’.	In	total,	most	interview	and	test	sessions	
were	completed	within	70	minutes	but	one	of	the	sessions	almost	used	the	full	scheduled	time	of	90	
minutes.	The	session	ended	with	the	users	receiving	the	incentive	for	the	participation.		
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4.4 Survey procedure 

The	survey	was	carried	out	with	the	aim	to	research	the	users’	preferences	and	attitudes	regarding	
VoD	services.	Since	the	aim	of	the	study	was	wide,	the	target	group	was	extended.	The	target	group	
for	the	survey	was	decided	to	be	people	between	the	ages	of	20	to	45	years	old	with	experience	of	
using	VoD	services.	Their	experience	of	VR	was	not	relevant	for	the	purpose	of	the	survey	and	was	
therefore	not	included	as	a	part	of	the	target	group	definition.			
	
The	preparation	of	the	survey	followed	Unger	and	Chandler’s	(2012)	recommendations	(see	Section	
3.5).	Since	the	aim	was	to	collect	as	many	responses	as	possible,	and	the	time	to	gather	data	was	
limited	and	no	incentive	was	available,	the	survey	was	limited	to	five	questions,	with	a	few	sub	
questions.	An	approximation	and	two	pilot	tests	of	the	survey	showed	the	time	to	complete	the	
survey	to	be	about	five	minutes.	The	pilot	tests	were	successful	and	no	problems	occurred	so	no	
adjustment	was	made.		
	
In	the	introductory	part	of	the	survey,	the	respondents	were	informed	that	only	respondents	within	
the	target	group	were	asked	to	answer	it.	The	respondents	were	then	informed	about	the	survey’s	
purpose,	how	the	collected	information	would	be	used	and	the	conditions	for	their	contribution,	
following	Vetenskapsrådets	(1990)	recommendations	for	research.	Finally,	important	terminology	in	
the	survey	was	defined.		
	
The	questions	were	of	different	types,	some	with	rating	scales	for	how	frequently	the	user	started	a	
VoD	service	with	a	certain	goal	and	another	question	was	with	ranking	choices	of	what	functionality	
that	was	the	most	important.	Two	questions	were	designed	with	a	comment	box	for	open	answers	
and	one	was	designed	with	multiple	choices.		
	
The	first	question	was	a	statement	of	‘This	rarely/often	do	I	start	a	video	on	demand	service	to…’	
and	then	followed	by	five	different	statements	that	the	respondents	were	asked	to	answer.	The	five	
different	statements	were:	

1.� Find	something	to	watch	when	I	do	not	know	in	advance	what	I	would	like	to	watch.	
2.� Find	something	to	watch	when	I	almost	know	in	advance	what	I	would	like	to	watch.	
3.� Find	a	specific	video	when	I	know	in	advance	what	I	would	like	to	see.	
4.� Continue	to	watch	a	video	I	was	watching	previously.	
5.� Control	if	there	is	a	certain	new	video	available	in	the	service.	

For	each	of	the	statements,	the	respondents	had	six	different	answers	to	choose	from.	These	were	
‘never’,	‘rarely’,	‘quite	rarely’,	‘sometimes’,	‘quite	often’	and	‘often’.			
	
The	second	question	was	‘Rank	the	following	alternatives	after	what	is	most	important	in	a	video	on	
demand	service.’.	Alternatives	included:		

1.� To	easy	and	quickly	be	able	to	find	the	videos	I	know	in	advance	that	I	would	like	to	watch.	
2.� To	get	inspired	and	easy	and	quickly	find	videos	to	watch	when	I	do	not	know	in	advance	

what	I	would	like	to	watch.		
3.� To	easy	and	quickly	be	able	to	continue	watching	the	video	where	I	the	last	time	stopped	

watching	it.		
The	alternatives	had	to	be	ranked	with	a	number	between	one	and	three,	and	they	could	not	share	a	
number.	Number	one	was	thought	to	be	the	most	important	while	number	three	would	show	which	
was	the	least	important	alternative.	
	
The	third	question	was	the	statement	‘When	I	know	exactly	what	I	would	like	to	watch,	then	I	often	
find	the	video	by…’.	It	was	followed	by	a	comment	box	open	for	any	answer	the	respondent	might	
give.		
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The	fourth	question	was	the	statement	‘When	I	almost	(but	not	exactly)	know	what	I	would	like	to	
watch,	I	often	know…’.	This	question	was	followed	by	the	following	nine	multiple	choice	statements:	

1.� Which	genre(s)	the	video	should	belong	to	
2.� Which	video(s)	the	video	should	be	similar	to	
3.� Which	actor(s)	the	video	should	have	in	it	
4.� Which	feeling	the	video	should	give	
5.� Which	director(s)	the	video	should	be	created	by	
6.� Which	rating	the	video	should	at	least	have	
7.� How	the	movie	poster	should	look/looks	
8.� Which	year	the	video	should	be	from	
9.� Other	(followed	by	a	comment	box	for	own	alternatives)	

	
The	final	question	was	‘This	(if	anything)	frustrates	me	when	I	use	a	video	on	demand	service	(other	
than	internet	connection	problems	and	the	video	content	offering	in	the	service).’.	A	comment	box	
was	used	to	collect	the	respondents’	answers.	
	
The	tool	selected	for	the	survey	was	based	on	economical	factors,	the	available	question	types,	and	
the	built-in	analysis	functionality.	SurveyMonkey	was	used	since	it	was	a	free	tool	with	question	
types	alternatives	that	other	free	tools	with	analysis	functionality	did	not	offer.		
	
Following	Unger	and	Chandler’s	(2012)	recommendations,	the	distribution	channel	was	selected	
based	on	the	target	group’s	typical	behaviour.	Therefore,	the	survey	was	distributed	on	Facebook,	
both	as	a	post	in	the	author’s	public	timeline	and	also	as	a	post	in	a	group	with	students.	
Furthermore,	the	post	was	shared	by	friends	and	family	and	therefore,	reached	more	than	just	the	
author’s	social	network.	The	post	contained	a	link	to	the	survey	(see	the	design	of	the	survey	in	
Appendix	D).	
	
The	survey	was	activated	for	four	days,	starting	on	the	31	May	2016	and	when	it	was	closed,	60	
respondents	had	answered.	The	answers	were	then	collected	and	analysed.	
	
Next	chapter	will	describe	the	result	and	analysis	of	the	different	research	methods	used	in	this	
thesis.	Furthermore,	it	will	present	the	foundation	of	the	developed	guidelines	presented	in	Chapter	
6.	
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5 Result and analysis 

Goodman	et	al.	(2012)	claim	there	is	no	specific	correct	technique	for	analysis	of	qualitative	data.	The	
technique	selection	should	be	based	on	which	question	need	to	be	answered,	current	limitations	and	
also	from	the	inquisitor’s	knowledge	and	preferences.	However,	the	first	recommended	step	of	the	
analysis	is	to	prepare	the	raw	data	for	manipulation.	It	serves	as	a	natural	part	of	the	analysis	since	a	
natural	filtration	will	occur	during	the	process	(Goodman	et	al.,	2012).		
	
The	data	from	the	heuristic	evaluation	and	the	survey	was	prepared	by	being	summarized	into	
documents	to	create	a	better	overview.	Moreover,	the	results	from	the	heuristic	evaluation	were	
analysed	and	several	local	problems	discovered	was	merged	into	one	global	problem.	The	survey	
data	was	collected	from	SurveyMonkey’s	free	online	tool	and	transferred	to	documents	to	provide	a	
better	overview	for	each	questions	response.		
	
The	first	step	of	analysis	of	the	interviews	and	the	usability	tests	were	to	transcribe	the	recordings.	
An	important	part	of	transcribing	the	data	is	to	capture	what	the	participants	really	meant	or	was	
thinking	about	something	even	if	they	said	something	else	(Goodman	et	al.,	2012).	Therefore,	each	
audio	recording	was	listened	to	several	times	to	transcribe	not	only	what	was	said	and	done	but	also	
hesitation,	expressed	emotions,	or	other	cues	of	what	the	person	really	meant	when	s/he	were	
answering	the	question.	The	same	procedure	was	followed	for	every	video	recording	from	the	
usability	tests	to	capture	movements,	face	expressions,	body	language,	and	other	cues	that	revealed	
the	participants	experience.	Quantitative	and	qualitative	measurements	such	as	time	to	complete	
tasks,	completion	rates,	how	the	participants	performed	tasks,	errors,	recovery,	user	satisfaction,	
and	emotions	were	also	documented	during	the	transcription.	All	the	interviews	and	the	usability	
tests	were	transcribed	individually	into	digital	documents.		
	
Goodman	et	al.	(2012)	claim	there	are	several	advantages	and	disadvantages	with	documenting	
digitally	as	well	as	manually	and	recommends	to	mix	the	use	of	both	techniques	for	the	best	result.		
Therefore,	all	the	digitally	documented	data	was	printed.	When	analysed,	notes	and	highlight	were	
added	manually.	The	data	from	the	usability	tests	and	the	interviews	was	even	more	summarized	
and	sorted	into	tables	to	simplify	
the	comparing	and	analysis.	
These	were	also	printed	and	
analysed	again	(see	Figure	10).		
	
This	chapter	presents	the	results	
from	each	of	the	methods	used.	
Section	5.1	present	the	usability	
problems	found	in	the	heuristic	
evaluation.	The	following	section	
present	the	results	from	the	
interviews	while	Section	5.3	
present	the	results	from	the	
usability	tests.	Section	5.4	
presents	the	results	from	the	
survey.	The	final	section	of	the	
chapter	presents	a	
comprehensive	analysis	of	all	the	
research.		
	 Figure	10.	All	data	was	summarized,	sorted,	printed,	and	analysed.	
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5.1 Heuristic evaluation result and analysis  

The	heuristic	evaluation	resulted	in	a	list	of	14	usability	problems.	Three	severity	grades,	from	low	to	
high	are	used	to	classify	the	problems	discovered.	Six	of	the	problems	are	estimated	to	be	of	high	
severity	(see	Table	5)	and	four	of	them	relate	to	the	fifth	heuristic	of	error	prevention.	Three	of	the	
high	severity	problems	are	global	since	they	occur	in	several	locations	in	the	system.	

The	first	global	problem	of	high	severity	is	that	a	selection	of	a	function	occurs	before	the	user	has	
finished	reading	and	interpreting	the	function	name	and	icon.	Since	the	describing	text	of	the	
function	is	not	visible	before	the	users	hover	with	the	head	gaze	cursor	over	the	icon,	the	user	has	
only	2000	milliseconds,	of	reading	and	interpreting	the	function	name	before	the	selection	is	
completed.	The	problem	relates	to	several	of	Nielsen’s	(1995)	usability	heuristics,	including	the	
visibility	of	system	status,	user	control	and	freedom,	error	prevention,	and	recognition	rather	than	
recall	(see	Table	3	in	Section	3.2	for	an	explanation	of	the	heuristics).		

Another	of	the	global	usability	problem	of	high	severity	is	that	it	is	hard	to	see	the	selection	result,	
which	sometimes	include	seeing	where	the	user	need	to	continue	the	interaction	to	reach	his	or	her	
goal.	One	example	of	this	is	when	the	user	turns	on	or	off	a	functionality	in	the	settings	menu	(see	
Figure	8	in	Section	4.1)	but	do	not	see	the	result	of	the	action	since	it	is	outside	of	the	user’s	cone	of	
focus	that	is	experienced	as	very	limited	to	where	the	button	for	the	functionality	is	placed	since	the	
head	gaze	needs	to	be	placed	over	it	for	2000	milliseconds	in	order	to	complete	the	selection.	The	
same	problem	occurs	when	the	user	is	selecting	a	button	in	the	main	menu	but	is	unable	to	see	the	
result	of	the	selection	that	occurs	in	the	display	menu	at	the	same	time.	Since	the	user	is	not	aware	
of	what	change	s/he	triggered	with	the	selection,	s/he	also	does	not	know	what	to	do	next	or	how	to	
go	back.	Therefore,	the	problem	relates	to	Nielsen’s	(1995)	usability	heuristics	named	visibility	of	
system	status,	match	between	system	and	the	real	world,	and	recognition	rather	than	recall.		

The	third	global	usability	problem	of	high	severity	is	that	there	is	no	visible	way	for	the	user	to	undo	
or	go	back	after	a	selection	is	completed.	If	the	user	has	completed	a	selection	by	mistake	there	is	no	
easy	way	for	him	or	her	to	undo	the	selection	or	go	back	to	the	previous	state	of	the	system.	If	a	TV	
show	is	selected	in	the	display	menu,	the	complete	menu	will	be	replaced	with	episodes	from	that	
specific	TV	show	and	there	is	no	other	way	to	return	to	the	list	of	TV	shows	in	the	display	menu	
except	than	for	the	user	to	go	to	back	to	the	main	menu	and	select	the	TV	show	button	again.	The	
same	applies	to	the	Exit	VR	experience	button	that	will	immediately	close	the	application	without	
any	control	question.	This	problem	relates	to	Nielsen’s	(1995)	heuristics	considering	visibility	of	
system	status,	user	control	and	freedom,	and	error	prevention.		

Table	5.	The	six	problems	of	high	severity	found	in	the	heuristic	evaluation.	
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Another	high	severity	usability	problem	is	that	it	is	time-consuming	and	hard	to	find	a	specific	
episode	of	a	TV	show	in	the	display	menu.	The	episodes	are	all	displayed	with	the	same	images	and	
there	is	no	clear	division	between	the	different	seasons.	Under	each	episode	a	small	text	is	displayed	
and	the	user	has	to	turn	his	or	her	head	to	start	the	scrolling	of	the	episodes	to	reach	more	episodes.	
Since	the	text	is	very	small	and	the	scrolling	makes	the	episode	images	and	texts	fly	in	front	of	the	
users	eyes,	it	is	hard	to	read	which	episodes	are	currently	passing	by.	This	causes	the	user	to	have	to	
turn	his	or	her	head	to	start	the	scrolling,	stop	it	by	turning	the	head	back	to	the	centre,	read	which	
episodes	are	currently	in	front	of	him	or	her	and	then	continue	the	scrolling	and	do	the	same	
procedure	over	again	until	the	right	episode	it	displayed	in	front	of	the	user.	This	is	both	
ergonomically	uncomfortable	and	requires	much	of	the	user’s	cognitive	abilities	in	focusing	on	
guessing	how	far	s/he	has	to	scroll	to	reach	the	desirable	episode.	The	problem	relates	to	Nielsen’s	
(1995)	heuristics	about	user	control	and	freedom,	error	prevention,	recognition	rather	than	recall,	
and	flexibility	and	efficiency	of	use.			

The	fifth	usability	problem	of	high	severity	relates	to	the	fourth	problem.	Non-ergonomic	interaction	
is	required	for	the	user	to	reach	his	or	her	goal.	To	open	the	main	menu	or	scroll	through	episodes	in	
the	display	menu	it	requires	the	user	to	turn	his	or	her	head	several	degrees	further	than	what	is	
comfortable	to	do.	This	problem	relates	to	the	Nielsen’s	(1995)	heuristic	of	flexibility	and	efficiency	of	
use.		

The	final	usability	problem	of	high	severity	is	a	bug	in	the	system	displaying	the	wrong	icon	for	the	
play	and	pause	button.	Most	video	application	uses	the	same	button	for	pause	and	play	and	
depending	on	what	state	the	video	is	currently	in,	the	available	functionality	of	the	icon	is	displayed.	
If	the	video	is	currently	playing,	the	button	displays	a	pause	icon	and	the	reversed	if	the	video	is	
paused.	This	could	confuse	the	user	and	cause	him	or	her	to	miss	the	functionality	of	the	button.	The	
problem	relates	to	the	Nielsen’s	(1995)	heuristics	concerning	consistency	and	standards,	and	error	
prevention.		

The	problems	of	medium	severity	are	that	information	required	for	decisions	is	not	visible	when	the	
user	is	interacting	with	the	menu.	A	help	function	is	also	missing.	Furthermore,	two	almost	identical	
icons	are	used	for	the	functionality	to	rewind	10	seconds	and	to	exit	the	VR	experience,	which	could	
confuse	the	users.	Another	problem	is	that	the	icons	look	very	similar	to	an	icon	that	it	usually	used	
for	an	undo	or	back	functionality,	which	can	cause	even	more	confusion.	Moreover,	the	user	receives	
different	progress	feedback	when	interacting	with	different	functionality	in	the	system.	During	most	
interactions,	the	user	will	see	a	circular	progress	bar	showing	how	much	is	left	before	the	selection	is	
completed.	However,	when	the	user	place	the	head	gaze	cursor	over	the	fast-forwarding	
functionality	the	feedback	is	only	shown	in	the	video	and	in	the	function	name	that	changes	with	the	
accelerating	speed.	The	final	usability	problem	of	medium	severity	is	that	icons	and	explaining	texts	
of	the	functionality	in	the	settings	menu	are	hard	to	understand.	A	complete	list	of	all	the	usability	
problems	is	available	in	Appendix	E.		
	

5.2 Interview result and analysis  

The	aim	of	the	interviews	was	to	research	the	participants’	previous	experience,	behaviours,	goals,	
and	values	related	to	VoD	services.	A	second	goal	was	to	research	their	previous	experience	of,	
values,	and	expectations	of	VR	in	relation	to	using	it	to	consume	video	content.	The	final	part	of	the	
interviews	was	aimed	to	research	if	the	participants	had	any	previous	experience	of	controlling	a	
system	with	their	eye	movements	or	head	movements	and	if	they	had	any	expectations	of	how	that	
would	work.		
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The	interviews	revealed	that	five	out	of	six	participants	had	between	three	to	five	years	of	
experience	using	VoD	services.	Netflix	was	the	most	commonly	used	VoD	service	since	all	
participants	claim	they	had	or	was	currently	using	the	service.	Five	out	of	six	participants	mentioned	
they	also	had	used	HBO	Nordic	and	four	out	of	five	had	used	Viaplay.		
	
When	asked	which	technical	platform	they	usually	used	for	VoD	services,	the	answers	varied.	Half	of	
the	participants	mentioned	their	laptop	and	their	smartphone,	while	two	out	of	six	mentioned	Smart	
TVs,	Apple	TVs,	and	tablets.	Other	technologies	mentioned	by	individuals	were	for	example	Wii	U,	
PlayStation	and	a	Chromecast	connected	to	a	TV.	When	choosing	a	technical	platform	for	VoD	usage	
half	of	the	participants	answered	that	it	depended	on	what	was	easier	in	the	situation	and	based	on	
their	current	location.	All	participants	said	they	were	using	VoD	services	in	their	own	home	and	four	
out	of	six	claimed	they	only	used	VoD	services	in	their	home	and	exclusively	in	their	couch	or	in	their	
bed.	Two	persons	also	said	they	used	it	during	trips	or	at	work.	Four	out	of	six	participants	claimed	
they	most	often	used	VoD	services	in	company	and	half	of	the	participants	said	they	were	using	VoD	
services	as	a	substitute	for	linear	TV.		
	
When	asked	how	the	participants	decided	what	content	to	watch	they	often	had	several	factors	
influencing	their	choice	of	video.	Four	out	of	six	said	they	usually	browsed	in	the	VoD	service,	
checking	recommendations,	genres,	or	news.	Four	out	of	six	also	mentioned	that	it	was	always	based	
on	the	situation.	Half	of	the	participants	mentioned	that	their	mood	decided	their	preferred	content	
at	the	moment	while	another	participant	said	that	when	s/he	had	time	to	kill,	the	choice	was	always	
movies	and	that	if	s/he	was	watching	in	company	with	someone	else	it	also	influenced	the	choice	of	
video.	Half	of	the	participants	also	mentioned	their	TV	show	addiction	and	that	they	just	kept	
following	their	TV	shows.	Four	of	the	participants	also	mentioned	recommendations	or	what	they	
had	heard	about	from	friends,	bloggers,	or	media.		
	
Important	functionality	in	a	VoD	service	was	according	to	half	of	the	participants	to	be	easy	and	just	
intuitively	work.	Five	of	six	participants	also	mentioned	sorting	that	is	relevant	for	them.	Emphasised	
was	also	the	possibility	to	search	and	find	wanted	content	in	a	fast	way.	
	
Five	out	of	the	six	respondents	claimed	that	they	were	easily	affected	by	their	surroundings	while	
they	were	using	VoD	services	and	that	they	were	easily	distracted.	The	typical	usage	scenario	was	
that	the	participants	came	home	from	work	and	then	sat	down	in	the	couch	and	continued	watching	
a	new	episode	of	a	TV	show	they	were	following.	Two	participants	claimed	that	when	they	are	trying	
a	new	movie	or	TV	show	they	usually	judge	quite	quickly	if	it	is	good	enough	to	continue	watching.		
Within	about	20	minutes	or	half	of	the	episode,	they	will	decide	if	the	content	is	worth	to	continue	
watching.			
	
The	reason	the	majority	of	the	participants	were	using	VoD	services	were	because	they	wanted	to	
relax	and	disconnect	from	their	lives	for	a	while	and	at	the	same	time	get	entertained.	They	wanted	
to	be	immersed	in	the	experience	and	really	feel	like	they	are	experiencing	the	story	in	the	video.	
	
Requirements	from	the	participants	to	reach	that	feeling	they	first	of	all	needed	a	video	with	a	good	
story	and	good	video	screen	quality,	sound	quality	and	that	everything	just	works	without	
disruptions.	The	possibly	best	experience	half	of	the	users	could	imagine	while	watching	a	video	was	
in	cinema	environment	with	a	big	screen,	good	sound	where	they	are	alone	and	it	is	a	calm	and	
relaxing	environment.	The	most	normal	thing	that	frustrated	the	participants	in	VoD	service	was	
when	there	were	problems	with	the	service	but	they	did	not	know	what	the	problem	was	or	how	to	
rectify	it.	They	were	also	frustrated	when	it	was	hard	to	find	what	they	were	looking	for.		
	
The	second	part	of	the	interview	revealed	data	about	the	participants’	previous	experience,	opinions,	
and	expectations	of	video	in	VR.	First,	the	interviews	revealed	that	five	out	of	six	participants	had	
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previously	tried	an	HMD	with	a	smartphone	but	only	very	shortly.	The	general	experience	they	had	
was	that	it	was	exciting,	cool,	and	fun.		
	

The	participants’	opinions	on	how	they	felt	about	watching	a	video	in	VR	was	collected	and	five	out	
of	six	had	a	positive	attitude	towards	it	and	thought	it	could	be	a	good	and	cool	experience.	When	
asked	to	imagine	where	and	if	they	would	possibly	watch	a	video	in	VR,	five	out	of	six	claimed	that	
they	would	do	it	at	home.	Moreover,	two	participants	mentioned	watching	it	while	travelling	and	
one	person	said	s/he	did	not	want	to	do	it	at	all.	The	situations	they	would	use	it	in	would	be	similar	
to	normal	VoD	service	usage,	including	at	nights	when	they	want	the	time	to	pass	by	or	be	
entertained.	Five	of	six	participants	thought	that	video	in	VR	would	have	the	advantage	of	adding	to	
the	experience	by	making	the	participant	feel	more	immersed	and	easier	disconnected	from	the	
surroundings.	Other	advantages	that	was	mentioned	was	that	it	would	be	luxurious	to	create	a	
personalized	space	in	VR	where	the	video	watching	would	occur	and	that	it	would	be	convenient	and	
nice	to	watch	a	video	in	bed	without	necessary	needing	to	have	a	TV	in	the	bedroom.		
	
Imagined	negative	aspects	of	watching	a	video	in	VR	was,	for	example,	the	social	aspect	that	would	
be	hard	when	the	person	was	wearing	the	HMD,	or	that	the	HMD	would	be	ergonomically	
uncomfortable	or	that	it	would	be	an	uncomfortable	for	the	eyes.	Two	participants	also	mentioned	
that	the	video	might	not	be	suitable	for	children	or	people	with	disabilities	since	the	video	might	get	
‘too	real’.	When	asked	what	they	were	expecting	a	UI	to	look	in	VR	they	mentioned	that	it	probably	
looks	like	a	normal	UI	but	floating	in	the	air	and	they	would	probably	control	it	with	some	kind	of	
handheld	device.	None	of	the	participants	had	ever	tried	controlling	a	system	with	eye	movements	
or	head	movements	before	and	generally	they	had	no	idea	how	it	could	possibly	work.		
	

5.3 Usability test result and analysis 

This	section	present	the	result	and	analysis	from	the	task-based	scenarios	and	the	following	
interview	in	the	usability	test.	When	data	that	is	not	symmetrical,	like	task	times	are	being	analysed,	
the	mean	can	be	heavily	influenced	by	a	few	extreme	data	points	and	therefore,	is	not	a	qualitative	
measure	of	the	middle	value	(Sauro	&	Lewis,	2012).	The	median	then	provides	a	better	idea	of	the	
most	typical	value.	Therefore,	the	median	value	of	the	task	times	is	used	for	the	analysis.	
	

The	first	scenario	was	directly	after	the	participants	put	on	the	HMDs	and	entered	the	application.	
They	were	asked	to	explore,	share	their	first	expressions,	and	tell	what	they	thought	they	would	be	
able	to	accomplish	with	the	application.		
	
The	time	they	spent	exploring	until	they	seemed	to	be	satisfied	and	done	varied	between	two	to	five	
minutes	but	the	majority	of	the	participants	spent	about	three	minutes	before	they	showed	signs	of	
being	‘done’	with	the	task.	Since	it	was	a	scenario	with	a	task	with	no	right	or	wrong	or	completion	
rates	the	most	interesting	data	was	first	impressions,	how	much	of	the	functionality	the	participants	
found,	and	how	fast	and	well	they	understood	the	interaction	method.	Also	errors,	recovery,	and	
general	comments	during	the	scenario	were	valued.		
	
The	first	impressions	when	entering	the	application	were	almost	exclusively	smiling	faces	and	the	
participants	expressed	feeling	amazed,	surprised,	happy,	and	overwhelmed.	When	they	started	
exploring	the	application	several	participants	showed	curiosity,	concentration,	and	they	were	often	
surprised.	One	out	of	the	participants	was	notably	sceptical	about	everything.		
	
Quantitative	data	was	gathered	regarding	the	amount	of	the	six	information	areas	available	in	the	
application	(see	Section	4.1)	and	how	many	was	discovered	by	the	participants	during	the	first	
scenario.	No	participant	discovered	all	the	areas	during	the	scenario	but	five	out	of	six	participants	
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discovered	the	display	menu	and	four	out	of	six	discovered	the	play	menu.	Half	of	the	participants	
found	the	main	menu	and	two	out	of	six	found	the	information	area.	Only	one	out	of	the	six	
participants	found	the	settings	menu.		
	
The	participants	were	only	told	in	the	beginning	of	the	interview	before	the	test	how	the	interaction	
would	work	in	a	simple	way	that	they	would	control	the	UI	with	their	head	movements	but	think	it	
was	their	gaze	that	would	control	the	UI.	Out	of	the	six	participants,	only	one	participant	was	not	
able	to	understand	how	to	interact	with	the	UI	during	the	first	scenario.	The	median	time	to	
understand	the	interaction	method	of	head	gaze	was	55	seconds.	
	
General	findings	included	that	two	out	of	the	six	participants	accidentally	exited	the	application	
without	knowing	that	they	did	it	and	the	application	had	to	be	restarted.	A	majority,	four	out	of	six,	
participants	did	not	turn	their	head	gaze	far	enough	to	the	sides	and	up	and	down	for	the	
information	to	appear	and	therefore,	missed	content.		One	participant	claimed	s/he	was	
experiencing	simulator	sickness	when	menus	appeared	in	front	of	him	or	her	and	when	the	scrolling	
in	the	display	menu	started.	One	person	had	problems	understanding	what	happened	when	s/he	was	
interacting	with	the	buttons	in	the	settings	menu.	Furthermore,	two	persons	expressed	that	the	
scrolling	feature	in	the	display	menu	was	‘volatile’	and	‘ponderous’	when	the	content	was	massive.		
	
The	second	scenario	was	for	the	participants	to	imagine	that	they	would	like	to	find	the	title	of	the	
video	currently	running	on	the	screen.	This	was	considered	to	be	fairly	easy	by	five	out	of	six	
participants	that	found	the	title	with	the	short	median	time	of	6	seconds.	However,	two	of	the	
participants	needed	a	minute	to	find	it	and	one	person	was	not	able	to	find	it	at	all.	The	participant,	
who	did	not	find	it,	actually	found	the	title	information	but	did	not	realise	that	the	information	was	
the	video	currently	playing,	but	thought	it	was	another	suggested	video.	That	participant	gave	up	
after	s/he	had	been	searching	for	the	information	for	90	seconds.	Later	during	the	other	scenarios,	
the	participant	realised	the	information	displayed	was	about	the	video	currently	playing	on	the	
screen.	One	participant	accidentally	exited	the	experience	without	being	aware	of	why	the	
application	closed	down.	Two	out	of	six	participants	were	expecting	the	information	to	appear	on	the	
video	screen	and	first	looked	there.	Moreover,	half	of	the	participants	also	turned	to	the	right	before	
they	turned	to	the	left	when	searching	for	it.	
	
The	third	scenario	was	for	the	participants	to	imagine	that	they	would	like	to	start	another	video.	
This	was	easy	to	the	participants	and	all	were	able	to	find	and	start	another	video	and	within	the	low	
median	time	of	9	seconds.	The	participants	went	straight	down	to	the	display	menu	and	chose	a	
video	directly.	One	of	the	participants	started	a	video	but	was	not	sure	if	s/he	succeeded	to	reach	the	
goal	so	s/he	looked	to	the	‘information	area’	to	confirm	that	the	right	video	was	selected	and	had	
started	running.	
	
The	fourth	scenario	encouraged	the	participants	to	fast	forward	in	the	video.	This	was	also	observed	
to	be	easy	for	the	participants	and	all	were	able	to	perform	the	task	with	the	median	time	of	11,5	
seconds.	Small	noticed	problems	were	that	two	participants	had	problems	opening	the	play	menu	on	
the	first	try	and	accidentally	opened	the	display	menu	instead.	The	error	was	very	easily	and	quickly	
recovered	from	and	no	participants	mentioned	it	as	a	problem.	Four	out	of	the	six	participants	
needed	extra	time	to	realise	that	the	action	was	successful	and	was	notably	concentrated.	The	
automatically	accelerating	speed	of	the	fast	forwarding	button	was	experienced	by	two	users	as	
‘smart’	and	by	one	as	frustrating	since	the	person	lost	control	and	wanted	to	continue	with	a	certain	
speed	for	a	longer	time.		
	
The	fifth	scenario	tested	if	the	participants	were	able	to	pause	the	video	that	was	currently	playing.	
This	was	also	observed	as	easy	and	all	the	participants	were	able	to	perform	the	action	with	the	
median	time	of	5	seconds.	The	participant	that	needed	the	longest	time	to	complete	the	task	was	
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confused	by	the	bug	in	the	application	displaying	the	play	button	instead	of	the	pause	button	even	
though	the	video	was	currently	playing.	The	other	participants	did	not	even	notice	that	the	wrong	
icon	was	displayed.		
	
The	sixth	scenario	was	for	the	participants	to	start	the	video	again	and	all	participants	easily	
performed	the	action	with	the	exact	same	median	time	of	5	seconds.	Many	expressed	how	easy	this	
action	was.		
	
The	seventh	scenario	was	for	the	participants	to	find	and	start	the	first	episode	of	the	first	season	of	
the	TV	show	the	Simpsons.	This	was	the	scenario	where	the	most	participants	had	problems	to	reach	
the	goal	of	the	task.	At	the	end,	five	out	of	six	were	able	to	reach	the	goal	but	the	median	time	was	
two	minutes.	The	participant	who	was	not	able	to	reach	the	goal	gave	up	after	90	seconds.	That	
participant	had	then	selected	the	TV	show	button	in	the	main	menu	but	was	struggling	to	find	where	
to	go	next	and	continue	the	search	for	the	right	TV	show,	season,	and	episode.	That	participant	
wanted	to	try	to	perform	the	task	later	during	the	last	scenario	of	the	test	when	s/he	had	discovered	
more	about	the	application	but	then	gave	up	after	three	minutes	when	trying	to	find	the	right	
episode	scrolling	through	the	display	menu	with	all	the	episodes.	The	participant	explained	s/he	was	
experiencing	simulator	sickness	due	to	all	the	scrolling	and	flying	objects.		
	
Five	out	of	six	participants	started	their	search	by	scrolling	through	the	current	content	in	the	display	
menu.	One	participant	selected	the	TV	show	button	from	the	main	menu	and	then	turned	his	or	her	
view	down	to	the	display	menu	and	before	s/he	realised	it,	the	participant	had	selected	a	TV	show	by	
mistake.	This	causes	the	application	to	replace	all	the	currently	displayed	TV	shows	in	the	display	
menu	and	instead	display	the	episodes	of	the	selected	TV	show.	The	participant	was	confused	and	
tried	to	find	an	undo	or	back	functionality	to	go	back	to	the	previous	view.	In	the	search	s/he	
discovered	the	icon	used	to	exit	the	VR	experience	in	the	main	menu	and	moved	the	head	gaze	over	
it,	with	the	belief	it	would	be	an	undo	button.	However,	the	participant	realised	last	second	the	
action	the	button	would	cause	and	removed	the	head	gaze	from	the	button	before	it	was	selected.	
S/he	continued	to	search	for	an	undo	button	in	the	play	menu	and	there	found	the	orange	circle	in	
the	middle	and	tried	to	select	it.	Finally,	the	user	got	frustrated	and	said	‘How	do	I	get	out	of	here?!	
Okey,	I	am	stuck!	I	guess	I	have	to	start	all	over	by	selecting	TV	shows	again.’	
	
Three	out	of	six	participants	had	problems	seeing	how	the	selections	in	the	‘main	menu’	controlled	
the	content	in	the	display	menu.	One	participant	found	the	button	for	TV	shows	in	the	main	menu	
but	commented	‘Oh,	this	list	will	be	huge	so	I	will	try	to	find	search	instead!’	
	
Five	out	of	six	participants	had	problems	when	they	were	scrolling	through	the	display	menu.	They	
had	to	pause	the	scrolling	and	go	in	to	the	centre	of	the	display	menu	to	be	able	to	read	the	episodes	
names	and	stated	that	they	were	having	trouble	to	see	what	they	were	scrolling	past.	Half	of	the	
participants	scrolled	past	the	episode	they	were	looking	for	without	even	noticing	it.	Comments	of	
illustrating	the	users	experience	included	‘Oh	my	God	–	you	have	to	turn	so	much	to	scroll!’	and	
‘There	must	be	a	smarter	way	to	do	this?’.	One	participant	also	had	trouble	realising	how	to	stop	the	
scrolling	once	it	had	started.	Another	participant	tried	to	speed	up	the	scrolling	by	interacting	with	
the	display	menu	progress	bar	underneath	the	display	menu.		
	
The	eight	scenario	asked	the	participant	to	find	the	TV	show	Mad	Men	instead.	This	was	observed	to	
be	easy	and	all	participants	were	able	to	complete	the	task	with	the	median	time	of	nine	seconds.	
The	participants	claimed	it	was	a	simple	task	and	easy	because	they	just	did	as	they	did	before.	One	
person	needed	a	longer	time	to	complete	the	task	and	this	was	since	the	person	spent	that	time	
scrolling	through	the	display	menu	to	find	the	right	TV	show.		
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The	ninth	and	final	scenario	the	participants	were	presented	to	was	to	continue	exploring	the	
application	and	find	as	much	functionality	as	possible	and	tell	what	they	thought	all	the	menu	
options	and	UI	elements	would	lead	to.	This	scenario	revealed	problems	user	had	after	a	few	minutes	
of	using	the	application	and	how	well	they	found	and	understood	everything	in	the	UI.		
When	two	of	six	participants	stated	that	they	had	found	everything	they	thought	there	was	to	find	in	
the	UI,	they	still	had	not	found	the	settings	menu.	The	moderator	then	told	them	there	was	still	an	
unexplored	part	of	the	UI.	As	a	result,	they	were	then	able	to	find	that	menu	as	well.			
	
Five	out	of	six	participants	had	understood	the	main	menu	and	its	functionality	except	the	exit	
button.	It	was	one	of	the	biggest	issues	in	the	UI	and	four	out	of	six	participants	had	not	memorized	
the	functionality	of	the	exit	button	even	though	they	already	had	used	it	hovered	over	it	before.	One	
person	claimed	it	was	the	‘back	button‘	even	though	the	person	had	selected	the	button	earlier	
during	the	scenarios.	Another	person	claimed	that	the	rewind	10	seconds	button	in	the	play	menu,	
with	almost	the	exact	same	icon	as	the	exit	icon,	was	a	back	button.	Five	out	of	six	participants	did	
not	understand	the	channel	button	in	the	main	menu	until	they	read	the	button	name	while	hovering	
with	the	gaze	cursor	over	it.	Moreover,	two	out	of	six	participants	had	not	yet	memorized	where	the	
video	title	and	information	was	displayed	and	was	reminded	when	they	were	searching	through	the	
UI	and	turned	their	heads	to	the	right.	Another	interesting	observation	was	that	all	the	participants	
tried	to	interact	with	UI	elements	that	had	no	functionality,	such	as	the	orange	buttons	in	the	centre	
of	the	settings	menu	and	the	play	menu	along	with	the	display	menu	progress	bar.	Only	one	
participant	understood	what	the	display	menu	progress	bars	purpose	was.	
	
Another	interesting	discovery	was	that	all	the	participants	had	trouble	understanding	the	
functionality	of	the	buttons	in	the	settings	menu.	Four	out	of	six	participants	kept	turning	functions	
on	and	off	several	times	and	showed	high	concentration	when	they	tried	to	discover	which	change	
the	button	selection	had	caused.	Half	of	the	participants	finally,	understood	the	functionality	of	
screen	type	and	the	button	scene.	Moreover,	two	participants	understood	the	function	of	the	leak	
light.	However,	one	participant	thought	the	button	changed	the	colour	settings	of	the	video.	Only	
one	participant	was	able	to	understand	the	SFX	button	that	turned	on	and	off	button	sound	effect	in	
the	application	and	two	participants	were	very	confused	since	they	thought	they	would	have	three	
bars	as	displayed	in	the	icon	where	they	could	control	the	sound	of	the	video.		
	
One	person	had	not	figured	out	how	to	enter	the	view	mode	and	was	asking	about	how	to	turn	off	all	
the	functionality	and	have	a	larger	screen.	Another	participant	was	annoyed	by	how	every	little	
movement	of	the	head	made	the	whole	UI	move	and	said	s/he	wanted	to	turn	that	off	while	
watching	a	movie.	Another	participant	claimed	s/he	had	trouble	seeing	which	functionality	was	
activated	and	which	was	not.	Moreover,	another	commented	on	the	interaction	method	and	said	
‘You	have	to	go	through	quite	a	lot	of	trouble	to	interact	with	your	head	like	this	just	to	start	a	video.’	
	
Another	observation	was	that	two	out	of	six	participants	kept	holding	the	HMD	with	their	hands	and	
changing	the	hand	to	the	other	when	they	got	tired	in	one	arm.	They	claimed	the	HMD	was	heavy	
and	pressing	on	their	nose.	All	the	participants	were	noted	to	have	a	change	in	voice	from	a	normal	
tone	to	a	more	nasal	tone	confirming	the	pressure	the	HMDs	caused	on	their	noses.		
	
After	the	test,	the	participants	were	asked	several	questions	about	their	experience.	Generally,	they	
said	that	the	experience	was	cool,	impressive,	fun	and	that	they	were	feeling	immersed.	But	they	
also	said	that	they	were	feeling	stress	and	confusion.	Three	out	of	six	participants	claimed	that	they	
think	watching	a	video	with	an	HMD	in	VR	would	give	a	better	experience	than	a	normal	TV	screen.	
One	of	the	participants	who	thought	a	normal	screen	provide	a	better	experience	said	it	was	because	
of	the	limited	resolution	and	that	the	distance	from	the	video	screen	was	not	optimal	in	the	
prototype.	The	other	participants	said	that	s/he	saw	no	extra	feature	in	the	prototype	that	s/he	
would	not	be	able	to	experience	with	a	normal	TV	screen.	For	the	last	participant,	it	depended	on	the	
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video	content.	S/he	claimed	that	action	or	nature	videos	would	be	better	with	an	HMD	in	VR	but	
other	content	would	be	better	experienced	on	a	normal	TV	screen.		
	
The	things	that	the	participants	wished	to	experience	in	VR	included	movies,	places,	and	games.	One	
participant	was	very	positive	and	claimed	‘This!	Exactly	this	–	just	movies	and	nothing	else!’.	
Moreover,	the	navigation	of	the	application	was	experienced	both	positively	and	negatively.	The	
negative	experiences	participants	shared	was	that	it	felt	a	bit	‘annoying’	to	use	for	longer	periods	of	
time.	One	person	also	mentioned	that	s/he	thought	it	felt	like	s/he	looked	very	dumb	while	wearing	
the	HMD	and	interacting	with	the	VRGUI.	Two	participants	claimed	they	would	have	preferred	to	use	
the	interaction	method	in	combination	with	a	handheld	control	while	one	participant	claimed	s/he	
felt	no	need	of	any	other	control	and	was	positively	surprised	by	the	fact.	One	participant	said	it	was	
easy	and	intuitive	to	use	and	no	functionality	was	missing	while	another	participant	claimed	s/he	was	
missing	a	search	function.	Moreover,	one	participant	liked	the	idea	behind	the	interaction	and	the	
animation	of	the	menus	when	they	appeared.		
	
When	asked	if	the	participants	felt	like	they	could	control	everything	they	wanted	to	control,	three	
out	of	six	claimed	they	could	but	said	that	the	settings	menu	was	experienced	as	complicated.	Two	of	
the	participants	who	answered	no	said	that	they	had	trouble	with	the	settings	menu	and	that	they	
were	missing	feedback	if	they	had	performed	a	selection	or	not.	Another	participant	told	that	s/he	
had	to	try	many	times	to	succeed	with	a	selection	and	that	there	were	many	accidental	selections	
that	occurred.		
	
The	dwell	time	that	was	required	for	the	participants	to	perform	the	selections	was	in	general	
experienced	as	a	good	amount	of	time.	One	participant	said	that	the	time	felt	too	fast	in	the	
beginning	but	then	felt	too	slow	as	soon	as	the	person	had	realised	how	the	interaction	technique	
worked.	Also,	another	one	claimed	that	s/he	would	probably	have	wanted	the	dwell	time	to	be	
shorter	when	s/he	got	more	experienced	using	the	interaction	method.	One	participant	mentioned	
that	the	dwell	time	for	selecting	a	movie	was	perfect	but	for	the	buttons	with	unknown	functionality	
it	was	too	fast	and	it	caused	a	stressful	situation.	One	person	claimed	it	was	a	problem	when	s/he	
was	just	looking	at	the	different	movies	and	accidentally	performed	a	selection	of	a	movie.		
	
When	asked	if	something	was	hard	to	understand,	see,	or	perform	four	out	of	six	participants	
mentioned	the	settings	menu	and	the	functionality	in	it.	Moreover,	two	participants	mentioned	it	
was	hard	and	time-consuming	to	find	a	specific	episode	of	a	TV	show.	One	participant	described	that	
s/he	had	not	found	a	button	for	volume	control	and	one	stated	that	it	was	hard	to	see	where	s/he	
was	at	the	moment	and	that	s/he	was	forced	to	go	back	and	redo	things	many	times.	Another	
participant	mentioned	the	resolution	and	that	it	was	hard	to	read	the	episode	names	while	s/he	was	
scrolling.	Finally,	another	participant	described	it	to	be	frustrating	trying	to	interact	with	the	orange	
button	in	the	centre	that	was	not	possible	to	interact	with.		
	
When	asked	if	something	was	easy	to	understand,	see,	or	perform	half	of	the	participants	mentioned	
playing	and	pausing	a	video.	One	participant	described	that	it	was	easy	to	find	information	about	the	
video	that	was	currently	playing	and	another	mentioned	performing	selections	since	the	circular	
progress	bar	was	very	easy	to	understand	and	follow.	Another	participant	mentioned	that	it	was	easy	
to	see	the	videos	in	the	display	menu	and	another	person	mentioned	that	the	main	menu	was	easy	
to	use.		
	
Two	out	of	six	participants	were	surprised	by	the	quality	of	the	virtual	world.	Other	things	that	
surprised	the	participants	were	when	they	found	new	functionality	or	when	they	by	accident	exited	
the	experience.		
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Half	of	the	participants	said	they	desired	and	was	missing	a	search	functionality	in	the	VRGUI.	
However,	two	participants	said	they	were	not	missing	any	functionality	at	all.	Two	persons	
mentioned	that	it	would	have	been	desirable	with	another	way	of	listing	the	episodes	with	a	clear	
separation	between	the	seasons	of	a	TV	show.	One	person	claimed	s/he	felt	limited	in	the	way	s/he	
could	interact	with	the	system.	S/he	said	‘Sometimes	I	feel	limited	using	a	touch	screen	because	I	can	
not	right	click	as	I	usually	do	when	I	am	using	a	computer	mouse	or	trackpad.	Here	I	have	even	more	
limits	and	it	makes	me	feel	a	little	handicapped.	It	felt	like	I	had	lost	my	arms!’	
	
Things	that	frustrated	the	participants	were	for	example	that	the	HMD	was	heavy,	it	took	a	long	time	
to	reach	certain	goals	in	the	VRGUI	and	that	there	was	no	search	functionality.	Half	of	the	
participants	mentioned	that	it	was	a	lot	of	black	space	around	them	in	the	virtual	world	and	that	they	
would	have	preferred	to	have	the	video	screen	covering	the	full	visual	space.	One	person	mentioned	
that	it	was	frustrating	to	not	know	what	all	the	functionality	was	and	how	it	worked.	Another	person	
mentioned	it	as	disturbing	that	the	HMD	was	so	sensitive	to	every	little	intended	or	unintended	
movement	the	participant	did	with	his	or	her	head.		
	
When	asked	what	could	have	improved	the	experience,	half	of	the	participants	once	again	
mentioned	having	the	video	screen	covering	the	whole	virtual	environment.	Another	participant	
mentioned	better	adoption	of	the	distance	of	where	the	display	was	shown	to	the	participant.	
Moreover,	one	person	wished	for	a	clearer	VRGUI	so	s/he	could	more	easily	understand	all	the	
functionality	and	a	clearer	fast-forwarding	function.	One	participant	also	wished	s/he	did	not	have	to	
turn	and	read	texts	to	find	a	specific	episode.	Furthermore,	another	participant	described	a	desire	to	
have	more	of	a	finishing	touch	on	the	VRGUI	elements	to	make	it	look	a	bit	more	‘cool’	and	more	
‘playful’.	That	person	would	have	liked	the	VRGUI	to	look	a	bit	more	hand	made,	lavish,	and	polished.		
	
When	asked	if	there	was	anything	that	would	have	made	the	participants	choose	to	watch	a	video	in	
VR	instead	of	on	a	regular	screen	they	claimed	that	they	would	choose	it	since	it	is	convenient,	
comfortable	and	also	adds	to	the	experience.	One	participant	said	s/he	would	always	choose	the	VR	
experience	for	video	watching	and	two	persons	said	nothing	could	make	them	choose	watching	a	
video	in	VR	instead	of	watching	video	on	a	regular	screen.	One	person	mentioned	that	it	would	be	
convenient	to	be	able	to	watch	a	video	undisturbed	in	a	room	full	of	other	people	and	that	it	was	
really	comfortable	to	be	able	to	do	that	and	to	still	see	a	big	screen	and	have	a	great	experience.		
	
Things	that	the	participants	generally	liked	about	the	VRGUI	were	the	display	menu	that	was	
experienced	as	intuitively	placed	and	stylish.	Furthermore,	participants	liked	the	interaction	method	
including	the	dwell	time	used	for	selections.	One	participant	even	said	‘that	you	can	control	the	UI	
with	only	the	thought!	Or	it	is	the	head	or…how	do	you	explain	it?’.	Another	said	that	‘The	dwell	time	
was	great!	You	could	easily	see	when	the	progress	circle	was	loading	and	turn	away	if	you	wanted	to.	
That	was	really	great	–	I	think	that	was	the	best	part!’	Moreover,	one	participant	liked	the	colours	
and	the	icons	and	another	mentioned	the	video	screen	that	was	looking	‘clean	and	stylish’.	Another	
mentioned	the	crosshair	used	for	the	cursor	and	said	that	it	was	discreet	enough	to	not	interfere	wit	
the	experience	but	at	the	same	time	visible	enough	to	be	noticed	and	used.	
	
Things	that	the	participants	disliked	were,	for	example,	the	settings	menu	and	the	display	menu.	The	
settings	menu	was	experienced	as	hard	to	understand	and	the	display	menu	was	experienced	as	
volatile.	One	participant	mentioned	how	it	was	hard	to	get	an	overview	of	the	movies	and	the	TV	
shows	and	that	it	was	hard	to	orient	in	the	VRGUI.	Another	participant	described	how	s/he	did	not	
like	that	some	UI	elements	were	not	possible	to	interact	with.	Moreover,	one	other	participant	
suggested	that	the	dwell	time	should	have	been	adapted	to	different	lengths	for	different	selections.	
One	participant	stated	that	the	interaction	technique	was	not	sustainable	and	would	not	work	in	the	
long	run.	S/he	meant	that	the	interaction	method	would	work	in	the	beginning	or	a	few	times	but	
when	used	on	daily	bases	it	would	be	too	demanding	to	use.		
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The	participants	were	also	asked	what	they	would	have	changed	to	make	the	VRGUI	easier	to	use.	
Two	of	the	participants	described	using	another	interaction	method	including	some	kind	of	handheld	
or	hand-controlled	device.	This	while	two	participants	mentioned	adding	search	functionality.	One	
participant	desired	something	that	easier	linked	the	surfaces	the	participant	had	to	find	when	
performing	an	action.	Moreover,	one	participant	also	mentioned	adding	a	back	functionality.	Finally,	
a	participant	said	s/he	wanted	a	larger	play	button	in	the	middle	and	the	possibility	to	turn	off	the	
rest	of	the	VRGUI	while	watching	a	video.	
	
When	asked	how	the	participants	would	have	changed	the	VRGUI	to	make	it	more	fun	to	use,	half	of	
the	participants	mentioned	that	the	virtual	world	was	very	dark	and	maybe	a	lighter	environment	or	
the	possibility	to	change	to	other	environments	would	have	made	it	more	fun	to	use.	Furthermore,	
one	participant	said	adding	game	elements	to	the	interaction	and	creating	more	of	an	artistic	
experience	while	interacting.	One	participant	mentioned	displaying	videos	in	a	grid	of	five	times	five	
where	different	rows	could	be	used	to	sort	different	videos	or	maybe	display	the	videos	in	another	
type	of	circle	away	from	the	user	instead	of	around	the	user	in	the	current	version.		
	

5.4 Survey result and analysis 

With	the	aim	to	research	the	users’	behaviour,	preferences,	and	frustrations	related	to	VoD	service	
usage	the	survey	revealed	UX	data	of	relevance	for	the	specific	application.		

The	first	question,	with	sub-questions,	was	aimed	to	research	the	frequency	of	different	goals	the	
user	can	have	when	they	are	starting	a	VoD	service.	Different	scenarios	of	goals	were	presented,	and	
the	responders’	task	was	to	answer	how	frequently	those	goals	were	the	reason	they	started	the	
service.	The	alternatives	they	had	to	choose	between	were	‘never’,	‘rarely’,	‘quite	rarely’,	
‘sometimes’,	‘quite	often’	and	‘often’.	Chart	1	displays	the	result	from	the	first	question	in	the	survey	
that	is	explained	in	the	following	paragraph.		

Chart	1.	Result	from	the	first	question	of	the	survey	showing	the	amount	of	

responses	(n=60)	for	each	frequency	alternative	for	each	different	goal.	



45	

	

The	first	goal	the	respondents	was	asked	to	answer	the	frequency	about	was	how	often	they	open	a	
VoD	service	with	the	goal	to	find	something	to	
watch	when	the	user	does	not	know	what	to	watch	
in	advance.	Out	of	the	60	responders,	18	persons	
said	they	did	it	sometimes	and	18	persons	said	they	
did	it	quite	often.	When	asked	how	often	the	
respondents	open	a	VoD	service	with	the	goal	to	
find	something	to	watch	when	they	almost	know	
what	they	would	like	to	watch	in	advance,	24	
persons	answered	quite	often	and	18	persons	
answered	sometimes.	Another	goal	was	how	often	
the	respondents	opened	a	VoD	service	when	they	
knew	exactly	what	they	wanted	to	watch	in	
advance.	Out	of	the	60	respondents,	18	persons	
answered	often	and	15	persons	answered	quite	
often.	When	asked	how	often	they	opened	a	VoD	
service	to	continue	watching	something	they	
started	watched	earlier,	23	persons	answered	often	
and	13	persons	answered	sometimes.	The	final	goal	
the	respondents	were	asked	about	was	how	often	
they	open	a	VoD	service	with	the	goal	to	control	if	a	
certain	new	video	is	published	in	the	service.	Only	4	
persons	answered	often	and	19	persons	answered	
rarely	while	11	persons	answered	sometimes.		

The	second	question	in	the	survey	asked	the	
respondents	to	rank	out	of	three	alternatives,	
which	was	the	most	important	in	a	VoD	service.	The	
three	alternatives	were	‘To	easily	and	quickly	be	
able	to	find	the	videos	I	know	in	advance	that	I	would	like	to	watch.’,	‘To	get	inspired	and	easily	and	
quickly	find	videos	when	I	do	not	know	in	advance	what	I	would	like	to	watch.’	and	‘To	easily	and	
quickly	be	able	to	continue	watching	where	I	stopped	watching	in	a	video	during	my	last	use	of	the	
VoD	service.’.	This	question	only	had	minor	differences	in	numbers	and	no	clear	pattern.	Out	of	the	
60	respondents,	22	persons	ranked	the	alternative	to	continue	watching	as	number	one	and	22	
persons	ranked	to	easily	find	a	video	when	they	know	in	advance	what	they	would	like	to	watch	as	
number	two.	A	total	of	27	persons	ranked	the	alternative	of	getting	inspired	as	number	three	in	the	
priority.	However,	it	turned	out	to	be	a	misunderstanding	of	how	the	ranking	scale	worked	and	
therefore,	the	numbers	might	be	misleading.	Some	might	have	ranked	their	most	important	as	
number	three,	and	others	might	have	ranked	the	most	important	as	number	one.	Therefore,	this	
result	is	excluded	from	the	analysis	and	not	visualised.		

The	third	question	was	designed	with	a	comment	box	for	open	answers.	The	question	was	‘When	I	
know	exactly	what	I	would	like	to	watch,	then	I	usually	find	the	video	by…’.	A	total	of	59	responses	
were	collected	since	one	respondent	decided	to	not	answer	the	question.	The	responses	were	
summarized	in	a	document	and	analysed	to	find	patterns	of	similarities	in	answers	to	discover	
patterns.	Some	respondents	answered	several	ways	they	usually	found	the	video.	A	majority	of	the	
respondent,	44	persons,	answered	they	would	use	a	search	functionality.	Within	that	group	of	
respondents,	some	wrote	that	they	would	search	for	the	title,	other	wrote	that	they	would	search	for	
the	genre,	and	others	wrote	keywords.	Among	the	rest	of	the	responses	eight	was	related	to	just	
finding	it	directly	on	the	start	page	of	the	VoD	service	and	five	persons	answered	they	would	look	for	
it	by	genre.	Chart	2	visualise	the	result	of	question	two	from	the	survey.	

Chart	2.	Result	from	survey	question	three	

showing	how	the	respondents	(n=59)	prefer	to	

find	a	video	when	they	know	exactly	what	they	

would	like	to	watch.	
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The	fourth	question	was	a	question	with	multiple	
choices	where	the	respondents	were	asked	to	
answer	what	knowledge	they	usually	have	when	
they	almost,	but	not	exactly,	know	what	they	
would	like	to	watch.	Respondents	could	select	
several	options	from	a	list	or	add	their	own	under	
‘other‘	if	they	usually	had	information	that	was	not	
in	the	suggested	list	of	alternatives.	The	complete	
list	of	alternatives	is	previously	described	in	
Section	4.4.	As	Chart	3	shows,	out	of	60	responding	
persons,	54	persons	often	knew	what	or	which	
genres	the	video	should	be.	Other	popular	
responses	were	that	24	of	the	responders	usually	
knew	which	feeling	the	wanted	the	video	to	give	
them	and	23	persons	knew	which	video	or	videos	
the	video	should	be	similar	to.	Furthermore,	22	of	
the	respondents	also	usually	knew	which	actors	
should	be	in	the	video.		

The	final	question	of	the	survey	was	designed	with	
a	comment	box	to	collect	qualitative	data	and	
opinions.	The	question	was	‘This	(if	anything)	
frustrates	me	when	I	use	VoD	services	(except	
internet	connection	problems	and	the	video	
offering	in	the	service).	Out	of	the	60	participants,	

Chart	3.	Result	from	survey	question	4	showing	the	information	users	

usually	have	when	they	almost	know	what	they	would	like	to	watch.		

Chart	4.	Result	from	survey	question	five,	showing	users	

source	of	frustration	during	VoD	usage.	
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only	33	responses	were	collected.	Several	did	not	answer	or	answered	‘nothing’	and	some	answered	
things	relating	to	the	exceptions	of	the	question.	These	answers	were	excluded	from	the	analysis.	
Out	of	the	34	responses,	seven	persons	answered	that	not	being	able	to	find	something	to	watch	or	
having	to	scroll	through	a	lot	of	content	was	the	most	frustrating	thing	(see	Chart	4).	This	while	six	
persons	answered	issues	regarding	the	subtitles	and	the	settings	of	them.	Six	persons	also	mentioned	
bad	recommendations	in	the	service.	Four	persons	answered	it	being	hard	to	find	the	way	back	to	
something	they	already	started	watching.	Other	less	frequent	responses	included	a	bad	overview	of	
content,	the	auto	stop	functionality,	that	it	was	hard	to	reach	information	about	a	video,	country	
restrictions	in	content	and	different	types	of	UI	keyboards	that	were	hard	to	use.		
	

5.5 Comprehensive analysis 

The	aim	of	this	section	is	to	describe	the	comprehensive	final	analysis	procedure	and	how	the	
different	data	was	compared	and	analysed	together.	The	goal	of	the	step	was	to	find	patterns	in	the	
data	and	create	groups	based	on	the	found	patterns.	A	bottom-up	approach	was	used	where	the	
data	was	further	explored	to	discover	natural	groups	(Goodman	et	al.,	2012).	First,	each	method’s	
result	data	was	analysed	individually	and	then	compared	and	analysed	comprehensively.	
	

5.5.1 Identifying the users’ goals, needs, behaviours, preferences, and context of use 

The	aim	of	the	research	was	to	create	a	better	understanding	of	how	VRGUIs	controlled	by	head	gaze	
should	be	designed	for	qualitative	UX.	Furthermore;	the	research	was	limited	to	the	application	of	
VoD	services.	Since	qualitative	UX	is	defined	as	the	fulfilling	of	users’	pragmatic	and	hedonic	goals,	
one	important	part	of	the	analysis	was	to	identify	those	goals	and	other	subjective	aspects	
influencing	the	users’	experience.	Therefore,	the	first	part	of	the	analysis	focused	on	identifying	
users’	goals,	expectations,	needs,	behaviours,	preferences,	and	context	of	use.		
	
The	interviews	revealed	that	participants	are	most	often	using	VoD	services	with	the	motivation	and	
higher	goal	of	relaxing,	disconnecting	from	the	real	world,	and	to	get	entertained.	These	are	
interpreted	as	the	hedonic	goals	of	the	users.	The	pragmatic	goals	of	highest	priority	included	being	
able	to	continue	watching	a	video	where	the	users	had	paused	it	during	the	previous	use	of	the	
service	and	to	easily	find	specific	videos	the	users	knew	beforehand	that	they	wanted	to	watch.	
Secondary	pragmatic	goals	were	to	find	a	video	when	the	users	almost	knew	what	they	would	like	to	
watch	and	to	find	videos	when	they	did	not	know	beforehand	what	they	wanted	to	watch.	The	three	
hedonic	goals	and	the	three	pragmatic	goals	of	highest	priority	is	visualised	in	Figure	11.		

Figure	11.	The	users’	pragmatic	and	hedonic	goals	when	using	a	

video	on	demand	service	in	virtual	reality.	
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Expectations	of	video	in	VR	include	an	even	more	immersive	and	‘cooler’	experience	and	that	the	
user	easily	forgets	about	the	surroundings.	Furthermore,	many	are	concerned	if	the	experience	will	
be	comfortable,	both	for	the	eyes	and	also	ergonomically	on	the	head.	Moreover,	there	is	a	general	
concern	of	‘looking	dumb’	while	wearing	the	HMD.	This	may	be	connected	to	the	image	the	users	
have	of	standing	with	the	HMD	and	waving	their	arms.	In	the	virtual	world,	many	are	not	sure	exactly	
what	to	expect	which	makes	them	curious	since	it	is	something	new	and	most	can	only	visualise	a	
VRGUI	similar	to	a	normal	GUI	but	floating	in	the	air	in	front	of	them.	Most	also	imagine	the	control	
to	be	made	with	a	handheld	device,	probably	based	on	previous	experience	of	how	UIs	usually	are	
controlled	and	maybe	also	since	the	HMDs	have	mostly	been	marketed	for	gaming	purposes.		
	

The	physical	location	was	analysed	to	most	likely	be	in	the	users	own	home,	in	their	couch	or	their	
bed.	Also	traveling	by	car,	train,	and	airplane	could	be	potential	locations	for	usage.	The	situation	is	
usually	at	night,	after	work	when	the	users	want	to	relax	and	think	about	something	else	or	when	
they	are	travelling	and	want	time	to	pass	by.		
	

Many	users	are	impatience	to	find	what	they	are	looking	for	and	get	annoyed	if	they	have	to	scroll	
too	much.	Since	the	context	of	use	is	usually	after	work	at	night,	many	users	are	expected	to	be	tired	
and	only	willing	to	use	minimal	effort	to	reach	their	goal.	Many	users	are	also	easily	distracted	and	
want	to	get	entertained	and	immersed	as	quickly	as	possible.		
	

The	best	video	watching	experience	is	when	the	user	is	alone	in	a	calm	and	relaxing	environment	
with	a	big	screen	with	good	quality	and	good	sound.	Preferences	for	finding	information	include	
using	search	functionality	and	easy	find	videos	based	on	genres,	feeling	the	video	lead	to,	similar	
videos	and	actors	in	the	video.	The	most	frustrating	scenario	to	the	users	is	when	it	is	hard	to	find	the	
video	they	are	looking	for.	
	

5.5.2 Analysis of the discovered user experience problems 

The	second	part	of	the	analysis	was	to	analyse	the	UX	problems	found	in	the	data	from	the	heuristic	
evaluation,	interviews,	usability	tests,	and	surveys.	The	bottom-up	approach	was	used	to	discover	
patterns.	Global	UX	problems	counteracting	with	the	pragmatic	and	hedonic	goals	of	the	users	were	
the	problems	where	most	focus	was	placed.		
	
The	majority	of	the	UX	problems	discovered	seemed	to	relate	to	the	fact	that	users	were	lacking	
information	and	control	in	the	VRGUI	(see	Figure	12).	Several	reasons	were	found	to	why	they	were	
the	big	UX	problems	of	the	application	and	they	are	further	described	in	the	following	paragraphs.	
Even	though	they	are	listed	as	two	separate	parts,	they	are	strongly	connected	to	the	users.		

	

Figure	12.	User	experience	problem	discovered	pattern.	
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The	first	big	UX	problem	of	the	application	is	that	users	have	a	shortage	of	information.	Patterns	
discovered	in	the	data	reveal	that	this	is	because	the	users	are	not	presented	with	enough	
information,	the	information	is	located	too	far	away,	it	is	too	hard	to	find	and	too	hard	to	
understand.		
	
The	information	in	the	prototype	has	a	limited	visibility.	Only	one	of	the	information	areas	in	the	
prototype	is	available	at	the	time.	For	example,	when	the	user	is	exploring	a	new	video	in	the	display	
menu,	s/he	cannot	see	the	information	area	to	the	right	of	the	video	screen	with	information	about	
the	video	that	is	currently	running	on	the	video	screen.	This	loads	the	cognitive	abilities	of	the	users	
since	they	have	to	keep	information	in	their	mind.	Another	example	of	this	is	that	the	explaining	text	
to	each	button	of	functionality	is	only	visible	when	the	user	holds	the	head	gaze	over	that	specific	
button.	Furthermore,	when	the	text	is	displayed,	the	user	has	less	than	2000	milliseconds	to	
interpret	the	text	and	decide	if	the	button	is	the	desired	action	before	the	selection	occurs.	If	the	
action	is	not,	the	user	then	has	to	quickly	turn	his	or	her	head	gaze	away	from	the	button.		
	
An	example	of	when	the	information	is	too	far	away	is	when	the	user	is	trying	to	look	for	a	specific	
video	and	therefore,	turn	to	the	main	menu,	select	for	example	TV	shows	and	then	can	not	see	
where	to	continue	looking	for	the	specific	video.	This	since	the	display	menu	is	not	directly	in	
connection	with	the	main	menu	and	the	users	cone	of	focus	is	observed	to	be	very	limited	and	small	
during	the	interaction	with	a	UI	element.	The	user	has	to	focus	and	concentrate	on	the	selection	
itself	since	the	user	is	required	to	retain	with	the	head	gaze	cursor	over	the	button	for	2000	
milliseconds	for	the	selection	to	occur.	Therefore,	the	user’s	cone	of	focus	is	noted	to	be	extremely	
limited	to	the	immediate	area	around	the	UI	element	in	focus.	Another	example	of	when	the	
information	is	located	too	far	away	is	with	the	menus	themselves.	Several	users	were	observed	to	
turn	their	heads	numerous	times	when	exploring,	but	not	far	enough	in	order	for	the	menus	to	
appear.	Two	users	even	missed	the	setting	menu	until	they	were	told	about	it	at	the	very	end	of	the	
usability	test.	
	
Another	example	is	when	users	are	fast-forwarding	in	a	video	and	the	action	requires	the	users	to	
keep	the	head	gaze	over	the	button,	which	by	the	same	time	leaves	the	timeline	of	the	video	out	of	
the	users	cone	of	focus	and	FOV.	The	user	then	has	a	shortage	of	information	that	might	be	required	
for	the	user	to	make	decisions	during	the	interaction,	forcing	him	or	her	to	stop	the	action,	control	
the	information	and	then	go	back	and	continue	the	interaction	to	correct	the	result.	
	
These	examples	also	prove	that	the	information	is	too	hard	to	find.	An	example	of	this	is	when	the	
user	is	trying	to	find	a	specific	episode	of	a	TV	show	in	the	display	menu.	Since	some	TV	shows	have	
many	seasons	and	episodes,	and	they	are	all	displayed	in	the	same	menu	with	no	difference	between	
them	except	the	very	small	title	text	below	them	and	the	user	is	required	to	scroll	through	them	to	
find	the	episode	it	turns	into	a	very	time-consuming	task.	The	users	cognitive	abilities	are	highly	
loaded	since	the	user	will	try	to	read	the	small	texts	while	scrolling	in	order	to	stop	the	scrolling	at	
the	right	moment	and	select	the	desired	episode.	
	
Moreover,	the	information	is	too	hard	to	understand	since	the	use	of	icons	and	describing	text	does	
not	match	with	the	users	language	concerning	Nielsen’s	(1995)	usability	heuristics	of	match	between	
system	and	the	real	world	and	consistency	and	standards.	The	result	of	the	information	being	located	
too	far	away	and	being	hard	to	find	is	that	the	users	are	having	an	uncomfortable	experience	having	
to	turn	their	heads	repeatedly	and	further	than	the	comfortable	30	horizontal	degrees	according	to	
Chu’s	(2014)	recommendations	previously	described	in	Section	2.3.	
	
Another	part	of	the	information	problem	is	that	information	is	hard	to	understand.	Several	users	did	
not	understand	numerous	icons	and	texts	explaining	the	functionality	in	the	application.	
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Furthermore,	the	functionality	was	not	clear	even	when	the	functionality	was	activated	since	the	
information	was	located	too	far	away	from	the	user’s	cone	of	focus.		
	
The	second	major	UX	problem,	tightly	connected	to	the	information	problem	was	that	users	did	not	
have	complete	control	over	the	VRGUI.	This	mostly	related	to	the	interaction	method,	since	it	is	
designed	so	selections	occur	automatically,	even	if	the	user	is	not	aware	of	it	and	only	places	the	
head	gaze	over	a	button	by	coincidence.	This	is	an	example	of	the	Midas	touch	problem,	previously	
described	in	Section	2.4.	Since	several	accidental	selections	occurred	during	the	tests,	many	users	
find	themselves	disoriented	and	not	completely	aware	of	the	system’s	current	state.	Moreover,	this	
is	also	tightly	connected	to	the	information	problem	and	how	the	user	has	to	move	the	head	gaze	
around	to	the	different	information	areas,	one	by	one,	to	figure	out	where	s/he	is	located	and	what	
functionality	is	activated.		
	
As	previously	mentioned,	the	dwell	time	before	a	selection	occurs	is	predetermined	to	2000	
milliseconds	and	therefore,	the	user	do	not	have	much	time	to	read,	explore,	and	process	the	
information	in	front	of	him	or	her.	This	causes	a	very	stressful	situation	where	the	user	is	afraid	to	
explore	the	content	since	s/he	does	not	want	to	cause	any	accidental	changes	in	the	system.	
Connected	to	this	is	also	the	issue	that	the	user	has	no	visible	way	of	undoing	or	going	back	from	an	
accidental	or	unwanted	selection.	Since	it	is	not	completely	clear	to	the	user	what	s/he	can	interact	
with	and	what	will	cause	changes	to	occur	in	the	system	this	also	adds	to	the	user	feeling	confused	
and	stressed.	Moreover,	another	example	is	that	when	the	user	selects	the	button	for	exiting	the	
experience,	there	is	no	control	question	or	any	additional	step	before	the	whole	screen	turns	black	
and	the	user	has	to	remove	the	smartphone	from	the	HMD	and	start	the	application	again.	All	this	
leaves	the	user	feeling	like	s/he	does	not	have	full	control	over	the	system.		
	
Finally,	the	UX	problems	found	were	analysed	in	relation	to	the	users’	goals,	expectations,	needs,	
behaviours,	moods,	preferences,	and	context	of	use.	In	order	for	the	user	to	accomplish	their	
hedonic	goals	of	feeling	relaxed,	immersed	and	entertained,	the	experience	of	the	VRGUI	must	be	
simple,	fun	and	stress-free	when	they	are	trying	to	reach	their	pragmatic	goals.	One	part	of	this	is	
creating	a	VRGUI	with	a	system	architecture	that	focuses	on	making	the	most	important	pragmatic	
goals	of	the	user	easy	and	quick	to	reach.	This	could	include	keeping	the	previously	watched	video	
directly	on	the	‘start	page’	of	the	application	in	order	for	the	users	to	easily	start	off	where	they	
previously	stopped	watching	a	video	the	last	time.	It	could	also	include	keeping	search	functionality	
within	easy	reach	and	a	possibility	for	users	to	search	for	videos	based	on	genres,	feeling	the	video	
will	lead	to,	similar	videos,	and	actors.	Moreover,	guidelines	developed	from	the	result	and	analysis	
of	the	research	is	described	in	the	following	chapter.		
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6 Suggested guidelines 

The	research	question	of	this	thesis	project	was	what	aspects	should	be	considered	when	designing	a	
graphical	user	interface	(GUI)	in	virtual	reality	(VR)	-	controlled	by	head	orientation	input	-	for	a	
qualitative	user	experience	(UX).	Since	the	application	the	research	question	has	been	limited	to	is	
video	on	demand	(VoD)	services,	the	research	has	also	focused	on	gathering	UX	influencing	data	
about	VoD	services.		
	
Based	on	the	results	and	analysis	of	the	research,	previously	described	in	Chapter	5,	and	with	respect	
to	the	background	literature	review	in	Section	2.7,	seven	suggested	guidelines	have	been	developed	
and	are	presented	in	the	following	paragraphs.		
	
Generally,	it	is	recommended	to	always	design	GUIs	following	usability	guidelines	so	users	in	an	easy	
and	satisfying	way	can	reach	their	pragmatic	goals.	At	the	same	time,	the	design	of	the	GUI	should	
also	allow	the	user	to	fulfil	the	users’	hedonic	goals	as	soon	as	possible.	This	includes	keeping	the	
pragmatic	goals	of	the	users	achievable	within	as	few	selections	as	possible	and	also	easy	to	find.	For	
a	VoD	application	in	VR	according	to	the	research,	this	could	be	to	keep	previously	watched	videos	
on	the	start	view	of	the	application	and	a	search	functionality,	following	the	users’	needs	and	
preferences,	where	they	can	easily	find	the	video	they	are	looking	for.	However,	these	
recommendations	are	specific	for	the	application	of	VoD	services	and	are	not	the	main	focus	of	this	
thesis.	The	following	guidelines	are	developed	for	the	application	of	VoD	services	but	are	believed	to	
be	more	generally	applicable	for	other	applications	and	contexts	and	therefore,	serve	towards	
answering	the	research	question	in	a	broader	sense.			
	

1.	Place	the	graphical	user	interface	so	it	is	comfortable	to	explore	and	

interact	with		
In	VR	the	GUI	has	unlimited	possible	placements	in	three	dimensions.	When	compared	to	designing	
for	digital	2D	screens	where	the	user	usually	is	able	to	see	the	whole	screen	at	once	and	easily	get	an	
overview,	the	user	can	not	usually	see	the	entire	virtual	environment	at	the	same	time.		
	
The	maximum	field	of	view	(FOV)	of	the	human	visual	system,	as	previously	explained	in	Section	2.3,	
is	approximately	200	degrees	(Bowman,	2004).	However	in	head-mounted	displays	(HMDs),	the	FOV	
is	about	94	degrees	(Oculus	VR,	2015c).	Users	can	change	the	orientation	of	their	heads	to	explore	
more	of	the	virtual	world.	According	to	Chu	(2014),	users’	can	turn	their	heads	comfortably	30	
degrees	to	the	left	and	right	side,	12	degrees	down	and	20	degrees	up.	Moreover,	the	depth	
perception	is	also	important	in	virtual	environments.	Objects	should	be	placed	at	a	distance	between	
75	centimetres	(Oculus	VR,	2015b)	and	20	meters	away	from	the	user	(Chu,	2014).	Following	an	older	
recommendation	for	the	minimum	distance,	Mike	Alger	(2015a)	suggests	a	main	content	zone	that	is	
displayed	within	155	degrees	horizontally	and	at	a	distance	between	0,5	meters	to	20	meters	away	
from	the	user	(see	previous	Figure	6	in	Section	2.3).	However,	there	is	a	difference	between	content	
and	a	GUI,	and	therefore,	these	distance	suggestions	are	replaced.	
	
The	recommendation	of	placement	to	make	the	UI	comfortable	to	explore	follows	the	degrees	
suggested	by	Alger	(2015a),	the	minimum	distance	suggested	by	Oculus	VR	(2015b)	and	the	
maximum	distance	suggested	by	Oculus	VR	(2015a).	This	leads	to	a	recommended	placement	within	
155	degrees	horizontally,	at	least	75	centimetres	away	from	the	user	but	not	further	than	three	
metres	away	in	the	virtual	environment.	
	

More	importantly	is	that	the	elements	of	the	GUI	that	the	user	should	interact	with	or	needs	to	place	
the	gaze	cursor	over	should	be	kept	within	the	comfortable	interaction	zone.	The	suggested	
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comfortable	interaction	zone	is	based	on	the	ideas	of	Chu	(2014)	about	how	people	can	comfortably	
turn	their	heads.	The	centre	of	the	zone,	here	referred	to	as	the	centre	point,	is	where	the	user’s	
head	gaze	is	naturally	positioned	when	the	user	looks	straight	forward	with	the	head	in	the	most	
comfortable	natural	orientation.	Surrounding	the	centre	point,	the	zone	is	based	on	60	degrees	
horizontally,	evenly	distributed	to	the	left	and	right	side	from	the	centre	point	and	32	degrees	
vertically,	where	12	of	the	degrees	are	down	from	the	centre	point	and	20	degrees	are	up.	
Furthermore,	the	comfortable	interaction	zone	follows	the	same	distance	recommendations	for	the	
comfortable	exploring	placement	(see	Figure	13	for	a	visualisation	of	the	suggested	comfortable	
interaction	zone).			

	
While	the	recommended	comfortable	view	and	comfortable	interaction	zone	is	based	on	literature	
from	the	background	study	of	the	thesis,	the	guideline	is	a	result	of	the	research	in	this	thesis.	
Although	the	guideline’s	name	focuses	on	comfortable	exploration	and	interaction,	the	reasons	to	
follow	it	exceeds	solely	ergonomic	and	visual	comfort.	Several	of	the	user	experience,	UX,	problems	
discovered	during	the	research	that	lead	to	users’	shortage	of	information	and	control	(previously	
described	and	presented	in	Section	5.5	and	Figure	10),	relate	to	Nielsen’s	(1995)	usability	heuristics	
about	visibility	of	system	status,	user	control	and	freedom,	recognition	rather	than	recall,	and	
flexibility	and	efficiency	of	use.	Examples	included	that	users	did	not	find	all	parts	of	the	VRGUI	since	
they	tended	to	turn	their	heads	far	enough	in	order	for	the	VRGUI	to	open	up	and	become	visible	to	
them.	Since	the	whole	VRGUI	was	not	visible	at	the	same	time,	the	cognitive	load	was	heavy	and	this	
while	the	users	had	to	change	the	orientation	of	their	heads	in	non-ergonomic	ways	to	interact	with	
the	VRGUI.		
	
If	the	guideline	is	followed,	it	helps	users	to	easily	find,	explore,	and	interact	with	the	VRGUI	in	an	
ergonomically,	visually,	and	cognitively	comfortable	way	while	supporting	the	user	to	reach	both	the	
pragmatic	and	hedonic	goals.	Furthermore,	it	will	help	users	to	use	the	HMDs	in	contexts	were	they	
want	to	limit	the	movements	required.	For	example,	when	travelling,	they	might	sit	next	to	another	
person,	who	should	not	be	bothered	when	they	are	interacting	with	the	VRGUI	and	also	the	user	
should	not	hesitate	to	use	the	HMD	of	fear	of	looking	‘dumb’	while	turning	his	or	her	head.		

Figure	13.	The	suggested	comfortable	interaction	zone	visualised.	The	zone	illustrates	where	user	interface	elements	that	

can	be	selected	or	interacted	with	in	a	virtual	reality	graphical	user	interface	controlled	by	head	orientation	input	and	

head	gaze	should	be	placed.	
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This	guideline	is	closely	related	to	three	of	the	guidelines	presented	in	Section	2.7.	The	guidelines	it	
relates	to	is	‘Allow	users	to	be	lazy’,	’Use	“magic”	interaction’,	and	‘Place	VRGUI	at	a	reasonable	and	
comfortable	distance’.	Table	1	in	Section	2.7	shows	an	overview	displaying	which	literature	describe	
and	support	the	guidelines.	However,	this	guideline	provides	a	new,	and	to	the	author’s	knowledge	
unique,	recommendation	of	a	comfortable	interaction	zone	for	the	head	orientation	input	and	head	
gaze	interaction	method.	
	

2.	Place	visual	feedback	to	selections	within	the	immediate	interaction	area	
The	interaction	method	that	uses	head	orientation	input	to	project	an	approximated	gaze	cursor	in	
the	centre	of	the	user’s	FOV,	has	in	this	thesis	been	referred	to	as	head	gaze.	Even	though	head	gaze	
is	controlled	by	how	the	user	turns	his	or	her	head,	the	user	experiences	it	as	if	the	cursor	is	
controlled	by	the	direction	of	the	eye	gaze.	One	illustrating	example	is	that	the	user	could	turn	his	or	
her	head	in	a	certain	direction	and	then	explore	the	area	in	the	virtual	environment	with	the	head	
orientation	fixated	while	relocating	the	eye	gaze	only.	This	would	leave	the	cursor	fixated	while	the	
user	explores	the	surroundings	but	since	the	user	experiences	that	s/he	is	controlling	the	cursor	with	
his	or	her	eye	gaze	direction,	this	might	not	be	considered	as	an	option	by	the	user.	Therefore,	the	
user	tends	to	focus	with	the	eye	gaze	at	the	same	location	where	the	head	gaze	is	currently	located	
to	make	sure	that	the	selection	of	the	desired	functionality	is	completed.	The	eye	gaze	is	also	
necessary	to	keep	nearby	the	head	gaze	cursor	for	the	user	to	make	sure	the	head	gaze	controlled	
cursor	stays	located	over	the	UI	element	the	user	want	to	interact	with.	Since	the	user	is	focusing	and	
concentrating	on	the	object	s/he	wants	to	interact	with,	the	surrounding	area	in	the	VRGUI	becomes	
out	of	focus	and	turns	
nearly	invisible	to	the	user	
during	the	interaction.	
	
Therefore,	it	is	necessary	
to	place	visual	feedback	to	
a	selection	within	the	
immediate	interaction	
area	where	the	user	is	
currently	focusing.	The	
approximated	area	where	
the	feedback	should	be	
placed	is	within	the	double	
diameter	of	the	cursor	
being	used	(see	Figure	14).		
	
This	guideline	is	developed	
based	on	research	result	
and	analysis	in	this	thesis.	During	the	research,	several	participants	did	not	understand	the	
functionality	of	on	and	off	buttons	in	the	VRGUI	since	they	were	not	able	to	see	the	change	that	
occurred	when	they	interacted	with	the	buttons.	Furthermore,	several	were	not	able	to	reach	their	
pragmatic	goals	since	they	did	not	know	where	to	continue	the	interaction	with	the	GUI	after	they	
selected	a	certain	button	in	a	menu.	This	lead	to	a	shortage	of	information	and	control	previously	
described	and	presented	in	Section	5.5	and	illustrated	in	Figure	10.	Furthermore,	it	relates	to	
Nielsen’s	(1995)	usability	heuristics	about	visibility	of	system	status,	match	between	the	system	and	
the	real	world,	user	control	and	freedom,	error	prevention,	recognition	rather	than	recall,	flexibility	
and	efficiency	of	use.		
	

Figure	14.	The	approximated	area,	double	the	size	of	the	head	gaze	cursor,	where	the	

visual	feedback	from	a	selection	should	be	placed	in	order	for	the	user	to	see	it.	The	

first	image	from	the	left	show	the	circular	progress	bar	of	the	head	gaze	cursor	during	

a	selection	and	the	second	image	show	the	estimation	of	how	the	small	cone	of	focus	

make	the	surroundings	blurry	while	the	third	image	has	marked	the	area	where	the	

visual	feedback	should	be	placed	in	order	for	the	user	to	see	and	discover	it.	
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If	the	guideline	is	followed,	it	helps	the	user	to	easily	see	the	result	of	their	actions	and	where	to	
continue	the	interaction	to	reach	their	pragmatic	goals.		
	

3.	Keep	information	dense	areas	interaction-free		
With	the	head	gaze	interaction	method,	the	interaction	with	and	selection	of	a	UI	element	starts	as	
soon	as	the	user	places	the	gaze	cursor	over	the	element.	After	the	gaze	cursor	is	placed,	the	user	
has	a	limited	time	to	decide	if	the	selection	is	a	wanted	action	or	not	since	a	predetermined	gaze	
time	will	trigger	the	selection	of	the	element.	In	the	research,	this	caused	several	UX	problems	such	
as	the	users	making	accidental	selections	since	they	were	not	finished	with	interpreting	and	
understanding	the	functionality	a	selection	of	the	UI	element	would	lead	to.	Furthermore,	this	
caused	a	stressful	situation	where	users	turned	their	heads	from	element	to	element	since	they	were	
afraid	of	staying	with	the	head	gaze	for	too	long	and	performing	an	unwanted	selection.	This	limited	
their	curiosity,	made	them	feel	stressed	and	several	times	they	were	not	finished	with	the	exploring	
of	the	objects	and	element	before	a	selection	had	occurred.	This	is	an	example	of	the	Midas	touch	
problem,	previously	described	in	Section	2.4.		
	
This	UX	problem	also	relates	to	the	user	not	realising	they	can	move	their	eye	gaze	while	keeping	the	
head	gaze	cursor	at	one	spot	in	the	VRGUI.	Therefore,	the	developed	guideline	suggests	that	
information	dense	areas	should	be	kept	interaction-free.	If	the	parts	of	the	VRGUI	that	contain	
extensive	information	and	content	is	kept	interaction-free,	the	user	will	have	the	opportunity	to	
explore	the	information	in	a	relaxing	way,	one	of	the	hedonic	goals	with	the	use,	and	then	be	able	to	
interact	and	select	a	certain	content	when	s/he	is	ready.		
	
The	suggested	guideline	is	therefore	to	maintain	information	dense	areas	interaction-free.	If	this	is	
not	possible,	an	interaction-free	area	should	be	placed	in	the	immediate	area	surrounding	the	
element.	Specifically	for	information	dense	areas	or	areas	that	are	harder	for	the	user	to	understand,	
they	need	more	time	to	interpret	and	explore	the	information.	To	minimize	the	cognitive	load	of	the	
user	trying	to	interpret	and	read	information	while	keeping	track	of	a	moving	progress	bar	for	the	
selection	at	the	same	time,	the	area	should	be	interaction-free.	This	relates	to	Nielsen’s	(1995)	
usability	heuristics	about	user	control	and	freedom,	error	prevention,	and	flexibility	and	efficiency	of	
use.		
	

4.	Use	dwell	times	of	various	lengths	
With	head	gaze	interaction,	a	dwell	time	is	used	to	trigger	selections	in	the	VRGUI.	In	the	prototype	
used	for	part	of	the	research,	the	dwell	time	used	for	selections	was	constant	across	different	parts	
of	the	VRGUI.	Related	to	guideline	3,	the	user	sometimes	need	more	time	to	interpret	or	explore	the	
information	before	s/he	interacts	with	it	and	the	solution	in	guideline	3	was	to	keep	information	
dense	areas	interaction-free	but	an	additional	recommendation	could	be	to	consider	using	dwell	
times	of	varying	lengths.	
	
By	allowing	the	dwell	time	for	different	selections	in	the	VRGUI	to	differ,	it	could	work	towards	
improving	the	usability,	related	to	Nielsen’s	(1995)	usability	heuristics	of	user	control	and	freedom,	
error	prevention,	and	flexibility	and	efficiency	of	use.	Parts	of	the	UI	that	require	more	time	to	be	
read	or	interpreted	by	the	user	should	have	a	longer	dwell	time	for	selections.	Furthermore,	the	
dwell	time	could	be	adjusted	depending	on	the	users	knowledge	and	experience	of	the	VRGUI.	An	
experienced	user	might	want	shorter	dwell	times	while	a	novice	user	needs	longer	dwell	times.		
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5.	Avoid	using	time-limited	information	
In	the	tested	prototype,	the	VRGUI	was	kept	minimalistic	and	near	to	text	free.	If	the	user	did	not	
understand	the	icon	of	a	button	s/he	was	required	to	place	the	gaze	cursor	over	the	button	in	order	
to	see	the	explanatory	text	for	it.	However,	the	hovering	information	was	only	available	for	the	
limited	time	before	the	selection	was	triggered.	If	the	user	was	unable	to	understand	the	icon	from	
the	beginning,	and	then	moved	the	head	gaze	over	it	and	was	not	able	to	finish	reading	the	hovering	
explanatory	text	while	keeping	track	of	the	selection	progress	bar,	s/he	ended	up	selecting	the	
button.	Some	users	tried	to	prevent	the	unwanted	selection	by	moving	their	head	gaze	quickly	over	
and	away	from	the	button	to	extend	the	reading	time	they	were	offered.	This	caused	the	users	to	
feel	stressed,	confused	when	they	performed	a	selection	and	was	not	even	sure	what	they	had	
selected.	Furthermore,	the	quick	rotations	for	moving	the	head	gaze	was	observed	as	non-ergonomic	
and	the	users	were	notably	concentrated	since	they	were	required	to	try	to	read	the	text	while	
keeping	track	of	the	selection	progress	bar.		
	
The	developed	guideline	is	therefore	to	avoid	time	limited	hovering	information.	If	the	users	are	
presented	with	the	information	without	having	a	time	limitation	to	interpreting	it,	this	is	believed	to	
reduce	the	stress,	the	cognitive	load	and	furthermore,	the	non-ergonomic	head	rotations.		
	
The	UX	problems	are	related	to	Nielsen’s	(1995)	usability	heuristics	of	user	control	and	freedom,	
error	prevention,	and	flexibility	and	efficiency	of	use.	If	the	guideline	is	followed,	it	will	reduce	the	
cognitive	load	of	the	user	and	allow	a	stress-free	interaction	where	undesired	selections	are	
prevented.		
	

6.	Never	force	users	to	interpret	information	in	movement	
When	users	are	forced	to	interpret	information	that	is	currently	moving	in	front	of	their	eyes,	it	leads	
to	a	high	cognitive	load	where	they	need	to	be	highly	concentrated	and	focused	on	the	task.	
Furthermore,	this	can	cause	simulator	sickness.	In	the	research,	only	one	out	of	the	six	participants	
experienced	simulator	sickness.	Even	though	it	was	not	ranked	as	a	common	problem,	it	is	still	
extremely	negative	for	the	UX	and	therefore,	considered	important	to	reduce.		
	
This	relates	to	the	previously	described	guideline	to	‘Avoid	rapid	movements,	do	not	drop	frames	or	
lose	head	tracking’	in	Section	2.7.	However,	this	developed	guideline	extends	the	guideline	to	avoid	
forcing	the	user	to	interpret	information	in	movement.	The	UX	problems	closely	relate	to	Nielsen’s	
(1995)	usability	heuristic	of	the	visibility	of	system	status.		
	

7.	Use	standards	and	affordances	to	minimize	the	cognitive	load	
Minimalistic	GUI	design	is	a	trend	limiting	the	amount	of	information	displayed	to	the	user.	Visual	
clutter	should	be	avoided	to	minimize	the	cognitive	load	but	when	too	much	information	is	removed,	
hidden	or	icons	are	too	simplified,	the	cognitive	load	of	the	user	will	increase.	In	GUIs	for	screens,	
this	is	often	easily	solved	by	the	user	hovering	to	see	an	explanatory	text	or	by	the	user	clicking	on	
the	element	to	explore	what	the	functionality	of	it	means.	However,	since	an	undo	or	back	action	is	
not	as	easily	performed	in	a	VRGUI	controlled	by	head	gaze	and	since	the	hovering	over	a	UI	element	
that	the	user	can	interact	with	is	time	limited	to	the	dwell	time	for	the	selection,	the	VRGUI	is	not	as	
easy	and	quick	for	the	user	to	explore	if	the	they	do	not	understand	the	functionality	of	a	UI	element	
from	the	beginning.	Therefore,	the	suggestion	is	to	use	explanatory	information	of	the	UI	element	
functionality	that	is	as	clear	as	possible	to	the	user,	requiring	a	minimal	cognitive	effort	for	the	user	
to	interpret.	This	usually	includes	clear	icons	and	short	but	descriptive	titles	for	the	functionality.	
Moreover,	this	relates	to	the	previously	described	guideline	to	‘Help	the	user	by	using	affordances’	in	
Section	2.7.
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7 Conclusion and discussion 

This	final	chapter	will	present	the	main	contributions	and	implications	in	Section	8.1.	The	following	
section	contains	a	methodological	discussion.	Section	8.3	presents	suggested	future	research	and	the	
final	section	contains	concluding	remarks.		
	

7.1 Contributions and implications  

The	main	contribution	of	this	thesis	is	the	developed	guidelines;	

1.� Place	the	graphical	user	interface	so	it	is	comfortable	to	explore	and	interact	with	
2.� Place	visual	feedback	to	selections	within	the	immediate	interaction	area	
3.� Keep	information	dense	areas	interaction-free		
4.� Use	dwell	times	of	various	lengths	
5.� Avoid	using	time-limited	information	
6.� Never	force	users	to	interpret	information	in	movement	
7.� Use	standards	and	affordances	to	minimize	the	cognitive	load	

	
They	contribute	to	answering	the	research	question	of	what	aspects	should	be	considered	when	
designing	a	graphical	user	interface	in	virtual	reality	-	controlled	by	head	orientation	input	-	for	a	
qualitative	user	experience.	Furthermore,	they	lead	to	an	increased	understanding	of	how	graphical	
user	interfaces	(GUIs),	should	be	designed	for	the	application	of	video	on	demand	(VoD)	services.		
	
Following	the	expected	contributions	(previously	described	in	Section	2.8.2),	a	higher	understanding	
of	the	different	concepts	individually	has	also	been	achieved	since	a	majority	of	the	guidelines	and	
the	analysed	results	are	applicable	for	other	contexts	and	applications.	The	results	could	be	relevant	
for	how	to	use	the	interaction	method	of	head	orientation	input	in	other	contexts	than	virtual	reality	
(VR)	and	for	other	applications	than	VoD	services.	Furthermore,	the	guidelines	can	be	applicable	for	
other	applications	in	VR	and	some	even	for	the	use	of	other	interaction	methods.	Moreover,	Accedo	
has	received	feedback	on	their	prototype	and	how	to	continue	the	development	to	improve	the	UX	
of	the	GUI.	An	unexpected	contribution	is	the	suggested	term	’head	gaze’	for	the	interaction	method	
that	uses	head	orientation	input	to	approximate	a	gaze	cursor	in	the	centre	of	the	users’	field	of	view	
to	use	for	interaction.	Finally,	the	thesis	will	contribute	as	a	foundation	for	future	research.		
	
The	developed	guidelines	can	be	used	for	future	development	of	VRGUIs	controlled	by	head	
orientation	input	or,	if	rephrased,	as	heuristics	for	UX	testing	of	VRGUIs	controlled	by	head	
orientation	input.	For	the	development	of	VoD	services,	the	result	presenting	the	users	pragmatic	
and	hedonic	goals	including	their	behaviour,	needs,	preferences,	and	context	of	use	could	be	used	as	
a	general	persona	to	develop	requirements	when	designing	the	UI.		
	
Dorabjee	et	al.	(2015)	claim	that	there	has	been	a	lack	of	focus	on	the	analysis	of	UIs	for	HMDs.	
Furthermore,	Bowman	et	al.	(2004)	state	that	there	is	a	lack	of	empirical	evidence	for	the	usability	of	
various	system	control	techniques	for	3DUIs.	Oculus	VR	(2015b)	claims	there	are	no	traditional	input	
methods	ideal	for	VR	and	that	innovation	and	research	are	needed.	Moreover,	the	usability	of	eye	
gaze	as	an	input	modality	remains	marginal	(Bazrafkan	et	al.,	2015).		
	
This	research	has	addressed	all	those	shortages	and	since	the	head	orientation	and	head	gaze	
interaction	technique	does	not	require	any	additional	input	device,	other	than	what	is	already	
available	in	all	HMDs	for	head	tracking,	the	UX	guidelines	for	how	to	design	for	and	use	the	
technique	could	increase	the	use	of	it.	Furthermore,	it	could	increase	the	use	of	HMDs.	Simple	and	



57	

	

inexpensive	HMDs	such	as	VR	sets	used	with	smartphones	could	be	spread	and	used	for	several	
purposes,	such	as	educational,	to	a	greater	extent.	If	the	leading	experts	knowledge	could	be	shared	
in	a	virtual	environment	to	people	all	over	the	world,	this	could	have	a	major	impact	on	the	society.	
Furthermore,	this	interaction	method	used	to	control	systems	is	of	specific	value	for	people	with	
disabilities,	prohibiting	them	from	using	their	bodies	to	interact	with	systems.		
	
The	possible	ethical	concerns	with	this	research	are	if	the	results	are	used	to	improve	systems	for	
other	application	of	doubtable	nature.	Possible	scenarios	for	this	could	be	in	simulators	for	military	
purposes.	However,	the	research	and	results	are	primarily	considered	to	have	a	positive	impact	on	
the	society.			
	

7.2 Methodological discussion  

The	research	design	used	a	combination	of	a	heuristic	evaluation,	interviews,	usability	tests,	and	a	
survey	and	the	results	from	each	of	the	methods	were	triangulated.	Since	the	research	approach	has	
been	to	mainly	gather	qualitative	data,	trustworthiness	is	used	to	evaluate	it.	The	trustworthiness	of	
qualitative	research	is	based	on	credibility,	transferability,	dependability,	and	confirmability	of	the	
research	(Lincoln	&	Guba,	1985).		
	
Credibility	can	be	established	by	prolonged	engagement,	persistent	observation,	and	triangulation	
(Lincoln	&	Guba,	1985).	The	research	was	prepared,	conducted,	and	analysed	over	a	period	of	about	
two	months.	Limitations	in	resources	and	time	restrictions	prohibited	a	longer	and	more	
comprehensive	research.	More	time	to	research	the	different	concepts	and	to	validate	the	results	
would	have	been	desirable	in	order	to	achieve	higher	credibility	of	the	result.	However,	both	the	
interviews	and	the	usability	tests	were	sound	and	video	recorded	so	the	analysis	of	the	data	could	be	
detailed	and	comprehensive.	Moreover,	the	credibility	can	be	considered	as	improved	since	data	
triangulation	was	used	in	the	research.		
	
Transferability	refers	to	the	external	validity	of	the	result	and	whether	the	findings	from	the	research	
could	be	applicable	in	other	contexts	(Lincoln	&	Guba,	1985).	The	study	and	context	for	the	study	
have	been	described	in	a	detailed	and	exhaustive	way.	It	is	the	author’s	belief	that	the	findings	from	
the	research	could	be	applied	in	other	contexts	but	only	people	who	would	like	to	use	the	research	
results	could	truly	validate	the	transferability	of	the	result.		
	
Dependability	can	be	achieved	if	the	findings	are	consistent	and	can	be	repeated	(Lincoln	&	Guba,	
1985).	However,	people’s	opinions	and	knowledge	always	change	and	therefore,	the	findings	could	
never	be	consistent	even	if	the	research	was	repeated	with	the	same	participants.	In	order	to	achieve	
dependability,	the	methods,	and	the	methodological	decisions	have	been	described	in	detail.	
However,	it	is	up	to	the	receiver	to	decide	if	the	research	seems	dependable	or	not.		
	
Confirmability	refers	to	whether	a	neutral	approach	has	been	followed,	where	the	findings	are	based	
on	the	respondents	and	not	the	researcher’s	bias	or	interest	(Lincoln	&	Guba,	1985).	This	has	been	
achieved	in	this	thesis	since	the	researcher	has	been	aware	of	and	described	how	this	was	avoided	
during	the	procedure	of	the	research	methods.	Furthermore,	both	the	steps	of	the	research	methods	
and	the	collected	data	have	been	described	in	detail	in	order	to	show	the	origins	of	the	results	in	a	
transparent	way.		
	
During	the	research,	there	were	decisions	made	and	problems	discovered	that	might	have	had	a	
negative	impact	on	the	results.	The	formulation	of	one	of	the	survey	questions	was	not	descriptive	
enough	which	led	to	it	being	interpreted	in	various	ways.	When	this	was	discovered,	a	decision	was	
made	to	exclude	the	result	of	the	question	from	the	analysis.		
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During	the	usability	tests,	the	sound	from	the	prototype	was	led	to	the	TV	in	order	for	the	researcher	
to	hear	what	the	user	was	hearing	and	this	could	have	affected	the	UX	negatively	since	the	most	
immersive	experience	would	have	been	for	the	user	to	use	earplugs.	Additionally,	the	smartphone	in	
the	HMD	was	connected	with	a	cable	to	the	TV,	which	might	have	made	the	HMD	feel	heavier	and	
less	free	for	the	user	to	control.	This	might	even	have	caused	the	users	to	feel	more	limited	in	their	
head	movements	during	the	test.	As	a	consequence,	the	analysed	data	used	to	develop	the	first	
guideline,	might	not	be	reliable	and	the	guideline	might	not	be	as	important	as	previously	stated.	To	
confirm	the	importance	of	this,	and	the	other	suggested	guidelines,	more	research	is	required.				
	

7.3 Future research 

This	research	has	focused	on	the	UX	of	head	gaze	controlled	VRGUIs.	Research	limitations	have	
included	time	restrictions	and	resources	available.	The	first	suggestion	for	future	research	is	
therefore	to	expand	the	research.	This	could	include	using	additional	research	methods,	additional	
users	in	the	tests,	additional	prototypes	or	systems	that	are	tested,	and	additional	HMDs	that	are	
used	for	the	testing.	The	quality	of	the	data	could	be	improved	with	the	use	of	more	advanced	
technology,	other	settings	for	the	tests,	and	more	experienced	researchers.		
	
Secondly,	a	natural	step	in	continuing	the	research	in	this	thesis	would	be	to	validate	and	refine	the	
developed	guidelines.	This	could	include	developing	and	testing	prototypes	based	on	the	suggested	
guidelines.	Further	questions	remaining	to	be	answered	include	if	these	guidelines	are	valid	across	
different	HMDs,	for	different	applications	and	for	people	of	all	ages,	knowledge	and	previous	
experience.	One	of	the	predicted	most	common	use	context	is	when	the	user	is	laying	down	in	bed	
and	for	that	specific	context,	more	research	is	needed.	Moreover,	the	research	has	only	tested	
people	living	in	Sweden	with	a	certain	culture.	There	might	be	large	cultural	differences	to	take	into	
account.		
	
Further	suggestions	include	expanding	the	research	to	other	applications	than	VoD	services	to	gain	
additional	insights.	Moreover,	the	usage	of	HMDs	should	be	observed	in	a	natural	environment	to	
gain	additional	contextual	insights.	
		

7.4 Concluding remarks 

This	thesis	has	started	to	answer	the	research	question	of	what	aspects	should	be	considered	when	
designing	a	graphical	user	interface	in	virtual	reality	-	controlled	by	head	orientation	input	-	for	a	
qualitative	user	experience.	Oculus	VR	(2015b)	claims	there	is	no	traditional	input	method	ideal	for	
VR	and	that	innovation	and	research	are	needed.	Even	though	this	thesis	contributes	to	a	small	part	
of	that	research,	there	is	still	an	abundant	amount	of	research	to	be	done.			
	
When	this	research	started,	several	HMDs	for	consumers	were	just	about	to	be	released,	and	now	
several	of	them	are	released.	There	has	been	a	surge	in	media	addressing	everything	about	HMDs	
and	VR	for	consumers	and	it	has	been	impossible	to	incorporate	all	the	new	information	in	this	
thesis.	If	the	thesis	research	had	been	carried	out	today,	large	parts	of	if	would	probably	have	been	
different	based	on	the	increased	information	and	resources	available.	With	the	predicted	continuing	
growth	in	users	of	and	applications	for	VR,	together	with	the	increase	of	HMDs	on	the	consumer	
market,	the	need	for	VRGUIs	that	offers	qualitative	UX	will	increase.	This	will	hopefully	push	the	
research	to	continue	along	the	path	of	this	thesis	research	and	extend	it	even	further	to	address	
VRGUIs	for	all	kinds	of	users,	applications,	and	HMDs.		
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Heuristic evaluation inspection questions (translated to English - original in Swedish)

1. Is it clear to the user what is happening in the system?

2. Do the system use the users language in a natural and logical order? 

3. Is it easy for the user to back or undo an action?

4. Is the system consistent?

5. Is the system preventing possible ‘wrong’ actions?

6. Is the system helping the user so s/he does not have to keep information, interaction possibilities and choices in his or her 

memory?

7. Is the system adapted for both novice and experienced users so they can use it effectively?

8. Do the system display more than relevant information in such a way that it makes it hard for the user to take in the 

relevant information?

9. Are error messages designed so the user understand what the problem is and how s/he can solve it?

10. Is it easy to find the help function and does it focus on the tasks the user want to perform? Is it easy to overview and does 

it list concrete steps?
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Interview questions (translated to English - original in Swedish)

1. How old are you?

2. How long have you been using video on demand services?

3. Which video on demand services have you used?

4. Which kind of technology do you use when you use video on demand services today?

5. In which situations do you usually use video on demand services?

6. Where do you usually use video on demand services?

7. Are you usually using video on demand services alone or in company with other people?

8. How do you most often decide what you would like to watch?

9. When you watch a video, what do you base your choice of platform and technology on?

10. What functionality do you want to have in a video on demand service?  

a) Is there something you feel like you are missing today?

11. How does the surroundings and environment affect you when you watch a video?

12. How does a typical video on demand usage look for you? Give an example!

13. What aim do you have with using video on demand services? What do you want it to lead to?

14. What, except a good video, do you think create a good video watching experience?

15. When you use a video on demand service, is there any problem or frustration that you often have?

16. What previous experience do you have with virtual reality?

17. How do you feel about watching video in virtual reality?  

a) Is there anything that would change your opinions?

18. How (if at all) would you like to watch video in virtual reality?

19. Where (if at all) do you think you would like to use virtual reality to watch video?  

a) Why?

20. I which situations (if at all) do you think you would use virtual reality to watch video?  

a) Why?

21. Describe ways you think that virtual reality could add to your video watching experience (if any).

22. Describe potential negative aspects you see with watching video in virtual reality (if any). 

a) Do you think these would stop you from watching video in virtual reality?

23. How do you imagine a user interface will look like in virtual reality?

24. Have you ever controlled a system with your eye movements or head movements?  

a) How was the experience?
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Questions asked to the user after the usability test  

(translated to English - original in Swedish)

1. What kind of feelings did you experience during the use? 

a) Why do you think you were experiencing them?

2. How would you describe this experience compared to your expectations?

3. If you compare watching video with a head-mounted display and how you normally watch video, which do you think give 

the best experience? 

a) Why?

4. What (if anything) would you like to experience with this kind of technology?

5. What do you think is the most interesting and valuable part of watching video in virtual reality?

6. How did you feel about the way you were navigating in the application?

7. Did you feel like you could control everything you wanted to control in the user interface?

8. How did the time it took to make a selection feel like?

9. Was there anything that you felt was hard to understand?

10. Was there anything that you felt was easy to understand?

11. Was there anything that surprised you?

12. Was there any functionality you felt you were missing?

13. Was there anything that annoyed you?

14. What do you think would have made the experience better?

15. What would have made you chose to watch video in virtual reality over watching it on any other type of screen?

16. Was there anything that you liked in the user interface? 

a) Why?

17. Was there anything that you disliked in the user interface? 

a) Why?

18. If you could have changed the user interface so it would become easier to use, what would you have liked to do?

19. If you could have changed the user interface so it would become more fun to use, what would you have liked to do?

20. Of all the things we have discussed during this session, what do you think have been the most important?

Appendix C: Questions after usability test 
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Heuristic evaluation result

Problem name Problem description Heuristic(s) Severity

GLOBAL: 
Selection of function occurs 
before user is finished 
reading and interpreting the 
function name and icon

The user looks at a menu option and starts reading the text explaining the 
option but the selection of the option is completed before the user has the 
opportunity to finish reading and understand the function he/she just selected/
activated.

1. Visibility of system status 
3. User control and freedom  
5. Error prevention  
6. Recognition rather than 
recall

High

GLOBAL  
Hard to see selection result 
and where to continue 
interaction to reach goal

The user choose “movies” in the main menu but does not see any change in 
the VRGUI as a respons to the action and does not know where to continue 
looking for the movie s/he was looking for and reach the goal of starting it. 
 

The user gaze at the button for leak light in the setting menu but does not see 
or notice the result of the action because s/he is to focused on the button and 
the change is to far away from the focus point in the persons FOV. 

1. Visibility of system 
status
2. Match between system 
and the real world  
6. Recognition rather than 
recall

High

GLOBAL  
No way to undo or go back 
from faulty or accidental 
selection

When the user has done something by accident (sometimes not even aware 
of the selection/activation) there is no easy way to undo or go back from that 
selection. If a selection of a TV show from the display menu is done by 
accident - the menu is replaced with episodes from that TV show and if the 
user want to go back to se the display of all the TV shows s/he needs to start 
over by moving to the main menu and select TV shows again. If the user 
accidentally selects “Exit VR Experience” it will immediately close down the 
application and the user need to remove the smartphone from the HMD to 
restart the application.

1. Visibility of system status 
3. User control and freedom  
5. Error prevention

High

Time consuming and hard 
to find a specific episode of 
TV show in display menu

The user have to scroll horizontally by turning their heads to the left or right to 
search for the right episode. Text is to small to be read while scrolling and 
there is no clear difference in imagery between seasons or episodes so the 
user is forced to stop the scrolling, turn his or her head in to the middle to read 
and then continue to scroll and guess where to stop next time. 

3. User control and freedom  
5. Error prevention  
6. Recognition rather than 
recall  
7. Flexibility and efficiency 
of use

High

Non-ergonomic interaction 
required to reach goal

The user need to scroll in the display menu by turning his or her head to the 
right or left. The turn is beyond the comfortable degrees making the 
experience uncomfortable and leaving the neck soar.

7. Flexibility and efficiency 
of use

High

Play/pause button display 
wrong icon (bug)

When the video is running, the play/pause button is displaying the play icon, 
confusing the user of the action that is pause if the user dwell long enough on 
it. 

4. Consistency and 
standards  
5. Error prevention

High

Information required for 
decisions is not visible 
when user is interacting 
with menu

Example 1: When choosing a new movie or TV show episode to watch fromt 
he display menu it might be important to know what is currently running on the 
screen and then the user have to look up from the display menu and at the 
screen or to the right to find the video information. 
 

Example 2: When the user is fast forwarding or rewinding the user can not 
see the timeline for the video so it is not possible to tell how far forward or 
rewind the user have moved into the video.

1. Visibility of system 
status 
5. Error prevention
6. Recognition rather than 
recall

Medium

Icons used for “Exit VR 
Experience” & “Rewind 10 
seconds” look like one 
usually used for a “go back” 
or undo action

The icon used for “Exit VR Experience” and “Rewind 10 seconds” is according 
to the users previous experience related to actions to “go back” or undo an 
action. 

2. Match between system 
and the real world
5. Error prevention

Medium

The same icon is used for 
both “Exit VR Experience” 
& “Rewind 10”

The same icon is used for two different actions and before the user gaze over 
them there is no explanatory text separating them from each other more than 
their different placement in the VRGUI.

1. Visibility of system 
status 
4. Consistency and 
standards  
5. Error prevention

Medium

Feedback during selection 
(when hovering) is not 
consistent across different 
objects the user can 
interact with

When the user is gazing at most object, s/he will se a orange progress circle 
filling to track the progress of the selection. But this circle is not used for 
certain selection/activation tasks such as fast forward and rewind. User waits 
for the normal feedback and it takes longer to realise when s/he has triggered 
the desired action.

1. Visibility of system 
status 
4. Consistency and 
standards

Medium

Icons & explaining text for 
setting menus functions 
hard to understand

The icons used and the text explaining each function in the setting menu is 
hard to interpret and does not match with the users previous experience and 
knowledge.

2. Match between system 
and the real world

Medium

Help function is missing Help function is missing.
10. Help and 
documentation

Medium

GLOBAL  
Unclear what is possible to 
interact with and what is 
not

Icons (like the two orange in the middle of the setting menu and the play 
menu) is not possible to interact with even though they look like they could be. 
The same goes for the progress bar below the display menu.

2. Match between system 
and the real world

Low

Information about state of 
video missing

Information about total length of video and how long it has currently played is 
missing.

1. Visibility of system 
status

Low

Appendix E: Heuristic evaluation result 



ARTSTEPS.COM



ARTSTEPS.COM

• Free online source for virtual exhibitions

• Simple to use. Instructional YouTube videos are available.

• Can add text and image, 3D, sound and video files.

• English and Russian departments recently used it for 2 projects:

• 1. A multimodal textual art exhibition by students of English Written Communication 

(EKIP1020) course 

• 2. Exhibition supporting students’ event on 19th century Russian ‘literary salon’ culture



EXAMPLES

Multimodal textual art exhibition

(Written Communication course)

EKIP1020 – Carola Wide, Chris Jarvis, Päivi 

Iikkanen, Sari Piittinen

https://www.artsteps.com/view/5f72348b1

36f860e741380fb

Portrait exhibition supporting students’ 

event on Russian 19th Century literary 

salon culture

Anna Tolstaya’s Gallery –Vera Zvereva, 

Alexei Lobski

https://www.artsteps.com/view/5fa95fdfa12

f740c94c6ff4f

https://www.artsteps.com/view/5f72348b136f860e741380fb
https://www.artsteps.com/view/5fa95fdfa12f740c94c6ff4f


EKIP1020



ANNA TOLSTAYA’S GALLERY



ARTSTEPS.COM



SETTING UP



SIGN IN





DEFINE YOUR SPACE



ADD AND PLACE YOUR ARTIFACTS



ADD TEXT TO IMAGE FILES



RECORD A GUIDED TOUR



CLICK TO EDIT MASTER TITLE STYLE 
Click to edit Master text styles 

Click to edit Master title style 

• Click to edit Master text styles 
– Second level 

• Third level 
– Fourth level 

» Fifth level 

6/8/2021 1 

EXHIBITION  &  
Display DESIGN 

Desain Produk UPJ 
2021 

# 13 



CLICK TO EDIT MASTER TITLE STYLE 
Click to edit Master text styles 

Click to edit Master title style 

• Click to edit Master text styles 
– Second level 

• Third level 
– Fourth level 

» Fifth level 

6/8/2021 2 

EXHIBITION BOOTH DESIGN 

https://www.gl-events.com/en/exhibitions 



CLICK TO EDIT MASTER TITLE STYLE 
Click to edit Master text styles 

Click to edit Master title style 

• Click to edit Master text styles 
– Second level 

• Third level 
– Fourth level 

» Fifth level 

6/8/2021 3 

Layout Size 

http://www.coyoteconcepts.com/portfolio 

EXHIBITION BOOTH DESIGN 



CLICK TO EDIT MASTER TITLE STYLE 
Click to edit Master text styles 

Click to edit Master title style 

• Click to edit Master text styles 
– Second level 

• Third level 
– Fourth level 

» Fifth level 

6/8/2021 4 

Floor Plan 
EXHIBITION BOOTH DESIGN 



CLICK TO EDIT MASTER TITLE STYLE 
Click to edit Master text styles 

Click to edit Master title style 

• Click to edit Master text styles 
– Second level 

• Third level 
– Fourth level 

» Fifth level 

6/8/2021 5 

Layout 
EXHIBITION BOOTH DESIGN 

https://www.inspiredisplays.co.uk/portfolio/pay360-exhibition-stand/ leoni_stand_styleguide 



CLICK TO EDIT MASTER TITLE STYLE 
Click to edit Master text styles 

Click to edit Master title style 

• Click to edit Master text styles 
– Second level 

• Third level 
– Fourth level 

» Fifth level 

6/8/2021 6 

1. HANGING STRUCTURES 
2. TOWERS 
3. BACKWALLS  

EXHIBITION BOOTH DESIGN 

HANGING STRUCTURES 



CLICK TO EDIT MASTER TITLE STYLE 
Click to edit Master text styles 

Click to edit Master title style 

• Click to edit Master text styles 
– Second level 

• Third level 
– Fourth level 

» Fifth level 

6/8/2021 7 

1. HANGING STRUCTURES 
2. TOWERS 
3. BACKWALLS  

EXHIBITION BOOTH DESIGN 

TOWERS 



CLICK TO EDIT MASTER TITLE STYLE 
Click to edit Master text styles 

Click to edit Master title style 

• Click to edit Master text styles 
– Second level 

• Third level 
– Fourth level 

» Fifth level 

6/8/2021 8 

1. HANGING STRUCTURES 
2. TOWERS 
3. BACKWALLS  

EXHIBITION BOOTH DESIGN 

BACKWALLS 



CLICK TO EDIT MASTER TITLE STYLE 
Click to edit Master text styles 

Click to edit Master title style 

• Click to edit Master text styles 
– Second level 

• Third level 
– Fourth level 

» Fifth level 

6/8/2021 9 

Graphics Hierarchy EXHIBITION BOOTH DESIGN 

http://www.nimlok.com 



CLICK TO EDIT MASTER TITLE STYLE 
Click to edit Master text styles 

Click to edit Master title style 

• Click to edit Master text styles 
– Second level 

• Third level 
– Fourth level 

» Fifth level 

6/8/2021 10 
leoni_stand_styleguide 

Graphics Hierarchy EXHIBITION BOOTH DESIGN 



 

 

THE POTENTIAL OF 360-DEGREE VIDEOS FOR TEACHING, 
LEARNING AND RESEARCH 

 
J. Reyna 

 
Lecture in Higher Education, Learning Design 

Digital Media for Learning Scholar 
Faculty of Science 

University of Technology Sydney (AUSTRALIA) 
Jorge.reyna@uts.edu.au 

 
Abstract 

 
Cutting-edge video technologies have the potential to impact teaching, learning and research by providing 
more efficient, flexible and immerse experiences. In the early 90s, Apple developed QuickTime Virtual 
Reality (QTVR), and it can be considered an inspiration for 360-degree videos. QuickTime VR technology 
used a series of pictures and stitched them together cylindrically (images wrapped around the viewer) using 
a QuickTime movie file. Users were able to scroll up and down, right and left, zoom in and out and even 
click links that contained audio or pop-up windows. In the late 90s, applications such as PanoViewer were 
developed using Flash that has similar functionality. With the mobile phone (2007) and tablet revolution 
(2010), these applications became redundant, and mobile applications started to offer VR experiences. 
Regrettably; it never has a massive uptake for education nor the general public. Twenty years later, the 
360-degree video cameras were introduced, and YouTube support for 360-degree videos started (2015). 
Currently, there are more than twenty 360-degree video camera brands on the market. The growth of action 
cameras and applications may inspire this trend. This paper covers the technical side of 360-degree videos 
and discusses their potential application for teaching, learning and research. 
 
Keywords: 360-degree videos, VR, virtual reality, video in education, augmented reality. 

 
1 INTRODUCTION 
 
Virtual Reality (VR) can be defined as an artificial, computer-generated simulation or recreation of a real-
life situation. It immerses the user by making them feel like they are experiencing the simulated reality 
firsthand, primarily by stimulating their vision and hearing. Virtual Reality can be created and enhanced for 
two purposes: for entertainment or to enhance training for real-life scenarios. Using VR in training, it will 
allow learners to practice beforehand (e.g., surgery simulations, flying simulations, driving simulations, and 
so on). Virtual reality is facilitated by Virtual Reality Modeling Language (VRML). This code can use a series 
of images and specify what type of interactions are possible. In contrast, Augmented Reality (AR) uses 
additional layers of computer-generated enhancements to an existing reality to make the experience more 
meaningful and interactive. For example, Microsoft Mixed Reality is a combination of VR and AR, mediated 
by motion-activated commands.  
 
The development of 360-degree videos has been included in the category of VR, although it has been 
disputed. For some experts, VR refers to interactive experiences where the viewer’s motion can be tracked 
to allow real-time interactions within the virtual environment. In the 360-degree videos, the locations of 
viewers are fixed, and they are limited to the camera angles captured by the device. Therefore, users cannot 
interact with the environment. However, other opinions highlight the fact that users can navigate right, left, 
up, down and zoom in and out the 360-degree videos. In real life, the vision is limited to an angle view and, 
if a person requires looking right, left, up and down, the body, head and eyes are required to perform a 
movement. The human eye cannot zoom in and out on a landscape, but this is possible with 360-degree 
videos. As a relatively new field, VR and AR have not been studied comprehensively in the field of 
education. Most information is available on websites and may be users’ opinions rather than evidence-
based information. 

mailto:Jorge.reyna@uts.edu.au
https://www.microsoft.com/en-au/windows/windows-mixed-reality


 

 

 
This paper presents the technical side 360-degree videos and evaluates their possible application in 
teaching, learning and research settings. It unfolds technologies such as QuickTime VR as the possible 
inspiration of 360-degree videos. 

 

2 THE QUICKTIME VR (QTVR) STORY 
 
In the early 90s, Apple Inc. developed QuickTime VR (QTVR) as an image file format. It allowed the creation 
and viewing of panorama images taken at multiple angles or with fisheye lenses (180 degrees). Users were 
able to navigate an ‘spherical image’ and to interact with it like zooming in and out. There were two types 
of QTVR, cylindrical (360° image wrapped around the viewer), and cubic (cube of six 90° × 90° images 
surrounding the viewer)[1]. QTVR allowed embedding ‘hot spots’ into the panorama, which when selected 
can invoke some action, for example moving to another panorama node, trigger an audio file or a popup 
note, and so on. This technology functioned as a plugin for the standalone QuickTime Player, and 
QuickTime Web browser plugin. In the beginning, one of the limitations of this technology was the authoring 
tool suite price (US$ 2,000) and the fact that could only run on a high-end Apple computer (US$ 4,000). 
Additionally, the software had a long learning curve and used to crash often. At this time, there was no 
broadband; digital cameras were in their infancy and projects need to be shared using Photo CD. In the 
late 90s, the second version of the software (QTVR 2.0 Authoring Studio) was released for $500 and 
became more accessible to users. The flexibility of QTVR allowed the creation of truly immersive and 
interactive multimedia content [2]. 
 
In higher education, some disciplines took advantage of QTVR, for example, anatomy [3-5], veterinary [6], 
histology [7], surgery [8], teacher education [9, 10], and pathology [11]. The QTVR technology offered a 
potential to help educators to showcase students complex scenarios that will be difficult to explain with 
pictures, text or even standard video. Nevertheless, QTVR did not have a massive uptake in higher 
education. Conducting a literature search on QuickTime VR using Education Research Complete database, 
only 39 papers appeared (33 from magazines and four from peer-reviewed journals). These results could 
confirm the research in the field is not robust.  
 
Support for QTVR was limited in 2009. Apple launched QuickTime X and dropped the support for QTVR 
due to the vulnerability of the Adobe Flash Player and security issues. Regrettably, QuickTime X does not 
play QTVR content. Not until 2015, Apple finally destroyed their QTVR creation by a security update that 
removed QuickTime plug-in which played panoramas. QuickTime VR can be considered the precursor of 
Flash panorama applications that emerged in the middle of 2000 and probably influenced the development 
of 360-degree videos. 

 

3 THE INTERACTIVE PANORAMAS  
 
In the early 2000s, many panoramas building tools were available at the market and were Adobe Flash-
based applications. Examples of them are Panoweaver and Tourweaver (EasyPano). These applications 
were relatively easy to use and provided the possibility to create virtual tours stitching images, adding 
sounds, visuals and so on. The Real Estate industry took advantage of this technology to develop virtual 
tours of properties. The only issue was that they were Flash-based and content cannot play anymore in 
modern browsers, tablets or mobile phones. The real problem was that Adobe Flash plugin has security 
issues, drain the battery of the mobile devices, and it was designed for mouse click rather than 
touchscreens. All of these issues caused Adobe Flash to become obsolete, and content producers migrated 
to HTML5, CSS3 and JQuery [12]. 
 
With the smartphone revolution that started with the first iPhone (2007), a new generation of 360-degree 
applications based on HTML5 architecture increased popularity on Apple Store (iOS) and Play Store 
(Android). There are also desktop applications that have similar functionality that Flash-based panoramas 
such as Marzipano, Panellum, Chief Architect, and Photo Sphere. These technologies use HTML5, 
JavaScript, CSS3 and in conjunction with high-resolution images generated with DSRL cameras, allowed 

http://www.marzipano.net/
https://pannellum.org/
https://www.chiefarchitect.com/products/360-panorama-viewer/
http://photo-sphere-viewer.js.org/


 

 

great performances on modern browsers. Although these technologies are currently available, they never 
became mainstream in web design and its use is limited to tourism, real estate and so on. 
 

4 360-DEGREE VIDEOS 
 
Twenty years later, after the death of QTVR, the obsolescence of the Flash-based applications, and the 
low uptake of 360-degree mobile applications, 360-degree videos cameras emerged for the prosumer level 
(US$90 - 1,000), and professional level (US$1,000 - 60,000). YouTube and Facebook were one of the first 
services that supported publishing and viewing 360-degree videos (2015), then VLC Player (2016), and 
Vimeo (2017). Regarding 360-degree cameras, there are more than 20 brands on the market. B&H 
Photography store, one of the largest technology stores has listed up to 30 different models, so the 360-
degree camera offer is vast now. The development of a vast offer of action cameras may inspire this trend. 
GoPro, one of the leaders in the market announced last year OMNI their first 360-degrees camera as well. 
 
The 360-degree videos in conjunction with AR can be considered the latest innovation in digital media. 
However, with so many other options available (standard video, animations, infographics, blended media), 
how can educators ever be certain that they are choosing the right medium to convey their message? Just 
because 360-degree videos are hot right now does not mean they are right for teaching and learning. The 
first question to consider is: will filming using 360-degree videos improve the learning experience? It is the 
scenario to film interesting, engaging and immersive in all directions that justify filming in 360? Finally, will 
the benefits of 360-degree videos outweigh the drawbacks? These questions could be answered with 
specific scenarios and learning outcomes to be fulfilled. Section 5 provides some insights. 

 
4.1 Advantages of 360-degree videos 
 
By using 360-degree videos, it is possible for viewers to experience the full location and to engage further 
with the material presented. Dragging the 360-degree video up, down, left and right will provide users with 
an interactive experience never thought before. In other words, the user gets to decide where they look and 
when. Platforms such as YouTube, Facebook and Vimeo are offering now 360-degree video streaming, so 
users can upload their content and share with the world.  
 
There is a vast offer regarding 360-degree video prosumer level cameras, more than 20 brands on the 
market (US$90 - 1,000). Additionally, VR headsets became inexpensive, for example, Google cardboard 
which uses a split screen can be used. These headsets can be found from U$$ 10 – 100 at supermarkets 
and gadget shops.  
 
It has been stated that 360-degree videos offer a unique sense of presence and immersion not possible to 
achieve using traditional videos. This immersion is due to viewers connecting with the content in a 
meaningful and emotional way. For example, the stereoscopic sound of these videos facilitates viewers to 
connect with the content as it directs attention to the story. The 360-degree videos are a new frontier and 
offer vast opportunities to explore fresh and innovative digital media communication. These videos can 
produce exceptional results but may not be the right choice to achieve student learning outcomes. The 360-
degree videos can be used to educate young children in human emotions and empathy via immersing them 
in a real-life scenario using, for example, footage of a community living in extreme poverty. 

 
4.2 Limitations of 360-degree videos 
 
Video composition techniques have developed what is called ‘the grammar of the shot’, which is a standard 
that video producers utilise to convey a story. For instance, the use of a long, medium, close-up and extreme 
close up shots are typical examples of this ‘language’ [13]. Additionally, the object on the shot is composed 
followed the rule of thirds. This technique involves imaginary division of the screen using two horizontal 
lines and three vertical lines, then position the important elements of the scene along those lines or point 
where they met, as shown in the example (Figure 1). In the case of 360-degree videos, due to its nature, 
these video composition principles cannot be applied as users can navigate across the scene by dragging 

https://shop.gopro.com/APAC/virtualreality/


 

 

right, left, up and down. This cause that 360-degree videos cannot hide the operator but can hide the 
camera, but the stitch is not perfect, and post-production will be required. On the other hand, it is hard to 
hide cuts (Figure 2), 360-degree videos rely heavily on single takes, and it is not possible to zoom in or out 
while recording. 
 
 

 
 

Figure 1. Example of rule of thirds 
 
 

 
 

Figure 2. 360-degree camera image hiding the camera but showing stitch imperfections 

 
As 360-degree videos are built with two single shots (Figure 3) stitched together (Figure 4), if a person or 
an object that has a clear shape cross the stitch lines, it will produce a blur that is difficult to correct in post-
production. The 360-degree cameras currently on the market perform poorly in low light conditions (Figure 
5). Another limitation is related to the proximity of objects to the camera. For example, objects located under 
1 meter away from the camera will have a warp (curved) effect (Figure 4). In contrast, objects 6 meters far 
away from the camera lose their stereoscopic depth, also called tridimensional feature (Figure 6). Due to 
the need to stitching the video, the professional production of the 360-degree video is time-consuming and 
expensive. 

  



 

 

 
 

Figure 3: Two single shots before stitching 

 

Figure 4: Shots stitched automatically with 360 Action Director software 

 
 

Figure 5: 360-degree camera poor performance under low-light conditions 
 

 

 
 

Figure 6: The horizon has lost the stereoscopic depth or tridimensional feature. 

Due to the characteristics of 360-degree videos, the editing and post-production process is labour intensive 
and complex. There are no standards to follow on how to edit this type of videos. Depending on the camera, 



 

 

some footage required to be stitched before editing. For example, Gear 360 (Samsung Electronics), 
produces unstitches images that require processing with the Gear 360 Action Director (Figure 3). Files 
originated from the 360-degree video are massive, and high-power computers are required to edit smoothly. 
For instance, editing a two-minute 360-degree video using a high-end system (Macintosh, i7, 32 GB RAM, 
Solid State Hard Drive) and Premiere Pro CC2018 was slow. Rendering took time, and video frames 
dropped when previewing the videos. Additionally, video and audio were out of synch while editing which 
makes challenging to edit. 
 
The 360-degree video is not advance enough to meet high expectations, and the fidelity will not improve 
until devices can handle 8K resolution. Although the offer of 360-degree cameras is vast, the future of them 
is uncertain. There are mixed views from video experts on YouTube channels, gimmicky or a true 
transformation of user experiences using video? It has been pointed that 360-degree video may follow the 
pathway of 3D TVs, minidiscs and other technologies that never had a massive uptake. As educators, we 
need to engage with new technologies and to evaluate their possible impact on teaching and learning 
scenarios, think creatively and be relevant to the times we live. In that regard, 360-degree videos could be 
a potential tool in the educational technology repertoire. 
 
5 POSSIBLE APPLICATIONS IN EDUCATIONAL SETTINGS 
 
5.1 Virtual tours 

 
360-degrees video can be used in education as a way to showcase complex scenarios that are difficult to 
explain with images, words or even conventional video. For example, in the area of early childhood 
education, 360-degree video can be used to help pre-service teachers to navigate around an early 
childhood setting before their professional placement. Students will be able to see how the room, elements 
and design are made and identify a key aspect of an adequate environment for the children. Nanlohy used 
QTVR approach in the late 90s at the Masters of Teach Primary Program, School of Education, University 
of Western Sydney. The rationale was to provide students with their first detailed look inside real classrooms 
as they have to wait until the 4th-5th-year program for their first practicum. QTVR was also used to showcase 
primary classrooms in aboriginal communities for students to have a feel of their potential work environment  
(personal communication, Dec 25, 2017).   
  
For this approach, the 360-degree camera needs to be placed in the middle of the room and start recording. 
The operator will need to get off the room for 30 seconds; then the video can be stitch with the software, 
cut and edited, and upload to YouTube or Vimeo sharing services. The final step will be to embed into the 
Learning Management System (LMS) and ask the students to watch and reflect. Is there any difference 
between using QTVR/Panorama 360 and 360-degree video for this purpose? The answer is no; there is no 
further enhancement for the students. The advantage of using 360-degree video is that this can be done 
quickly as basic production and editing can be done on the spot using a mobile phone or tablet. Another 
example is to use this approach to showcase institution’s facilities, for example, in our Faculty, the Superlab 
video to showcase the premises to students before enrolling in their degree. Again, this could be done with 
previous techniques such as QTVR or Panorama 360. The advantage using 360-degree video is that the 
instructor can be on screen and narrate the video, creating teacher presence. This approach falls into what 
is called virtual tours and has been used by educational institutions in the USA [14]. 
 
In biological sciences, 360-degree video cameras can be used to record field trips to showcase the context 
to students before they go to their practicum. For example, environmental remediation, geological 
processes, ecology, animal behaviour subjects and so on. In forensic science, 360-degree video can be 
used to record the crime scene and help the students to observe it after the tutorial. In this case, high-end 
360-degree cameras may be required as resolution and detail are crucial. 
 
Other applications to be considered are virtual tours to libraries, museums, premises, and so on. In this 
case, the 360-degree video needs to be recorded for few seconds as the users will need to stop the video 
player and explore the frame further dragging right, left, up, down and zoom in and out. 

 

https://www.youtube.com/watch?v=h-N54Ut0YjE
https://www.youtube.com/watch?v=h-N54Ut0YjE


 

 

5.2 Class recording for pre-service teachers 
 
The application of 360-degree video recording a classroom can be a powerful tool for pre-service teachers 
to explore further the classroom settings and the activities the students are performing. This was not 
possible before with standard video. It seems like 360-degree video recording can be a more authentic way 
and probably less intrusive technology to record classrooms. A study conducted by pre-service teachers in 
physical education found that 360-degree video helped students to understand the context and reconstruct 
the classroom situation and its meaning [15]. It has been postulated that 360-degree videos can capture 
complex human interactions that can be playable as many times as possible [16].  

 
5.3 Improving presentation skills 
 
A promising application of 360-degrees videos in the classroom is to record student’s presentations and 
capture interactions between the presenter, the audience and their reactions. These videos can be used to 
reflect and improve presentation skills by filling reflection sheets a week later after the presentation [17]. 
Additionally, job interviews simulations can be recorded in 360-degree to prepare final year students to 
apply for jobs. 

 
5.4 Evaluation of educational interventions 

 
360-degrees video can be used to evaluate and improve a new task or activity implemented in the curricula. 
For example, tutors can record student interactions at the lab and watch later to see how the task was 
taking and how students were working together. Tutors can reflect on their performance as well and improve 
in the next classroom. This application will require all students to be agreed to be part of the video for 
evaluation purposes. 

 
5.5 Research and data collection 

 
For researchers, 360-degree video unveils the opportunity to record observations more accurate. For 
example, if using observational techniques for studying group collaboration and participation, the 360-
degree video offers a unique, non-invasive opportunity for data collection. 360-degree cameras are small 
and not noticeable and may not influence the behaviour of participants. 

 

6 THE FUTURE 
 
The notion of 360-degrees view has been around since the early 90s, and it reshaped to the new 360-
degree video devices currently in the market. Research in the field of 360-degree video for teaching and 
learning is in its infancy, but it has a potential to become a powerful tool in the educational technology 
repertoire. Limitations of current technology can be considered: i) no standards to edit 360-degree video; 
ii) resolution of devices are not high-end for the prosumer level; iii) issues with stitches and video editing 
tools need to be addressed; (iv) current file type requires powerful computers to edit the videos smoothly, 
and; v) pedagogical use of 360-degree video need to be formally formulated. If these limitations are 
addressed in the coming years, 360-degree videos can change the way people engage with digital media 
for learning. Otherwise, there is a risk to follow the same pattern such as 3D TV, minidiscs and other 
technologies that did not have the expected adoption by users. If we can think of creative and unique ways 
to use 360-degree videos in the classroom, it could enhance the student learning experience. 
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